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ABSTRACT

Trade Policy and Economic Growth:
A Skeptic's Guide to the Cross-National Evidence*

Do countries with lower policy-induced barriers to international trade grow
laster once other relevant country characteristics are controlled for? There
exists a large empirical literature providing an affirmative answer lo this
question. We argue that methodological problems with the empirical strategies
employed in this literature leave the results open to diverse interpretations. n
many cases, the indicators of ‘openness’ used by researchers are poor
measures of trade barriers or are highly correlated with other sources of bad
economic performance. In other cases, the methods used to ascertain the link
between trade policy and growth have serious shortcomings. Papers that we
review include Dollar (1992}, Ben-David (1993). Sachs and Warner (1995),
and Edwards (1998). We find little evidence that open trade policies — in the
sense of lower larff and non-tarift barriers to trade — are significantly
associated with economic growth.
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NON-TECHNICAL SUMMARY

Few questions have been more vigorously debated in the history of economic
thought than the question of whether trade liberalization enhances economic
growth. The prevailing view in policy circles in North America and Europe, as
well as among many academics, is that recent economic history provides a
conclusive answer in the affirmative.

However, if there is an inverse relalionship between trade barriers and
economic growth, it is not one that immediately stands out in the data. Simple
measures of trade bariers, such as average tariff rates or non-tariff coverage
ratios, tend not to enter significantly in well-specified growth regressions,
regardless of time periods, sub-samples, or the conditioning variables
employed.

In part because of concems relaled lo data quality, the recent literature on
openness and growth has resorted lo more creative empirical strategies.
These strategies include: 1) constructing alternative indicators of openness
(Dollar 1992; Sachs and Warner 1995); 2) testing robustness by using a wide
range of mear tes of openness, including subjeclive indicators (Edwards
1992, 1998); and 3) comparing convergence experience among groups of
liberalizing and non-liberalizing countries (Ben-David 1993). This recent round
of empirical research is generally credited for having yielded sironger and
more convincing results on the beneficial consegquences of openness than the
previous, largely case-based literature. Indeed, the cumulative evidence that
has emerged from such studies provides the foundation for the prevailing
consensus on the growth-promoting effects of trade openness.

In this paper we scrutinize this new generation of research. We do so by
focusing on what the existing literature has to say on the following question:
Do countries with lower policy-induced barriers to international trade grow
faster, once other refevant country characteristics are controlled for? QOur main
finding is that the literature is largely uninformative regarding this question.
There is a significant gap between the message that the consumers of this
literalure have derived and the ‘facts’ that the literature has actually
demonstrated.

We begin with a conceptual overview of the issues relating to openness and
growth. In models ol endogenous growth generated by non-diminishing
returns to reproducible factors of production or by learning-by-doing and other
torms of endogenous technological change, the presumption is that fower
trade reslrictions boost output growth in the world economy as a whole. But a
subset of countries may experience diminished growth depending on their
initial factor endowments and levels of technological development. Hence

Figure VI.7: Ratio of US to European GDP and Import Duties, 1820-1938
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there should be no theorelical presumption in favour of finding an
unambiguous, negalive relationship between trade barriers and growth rates
in the types of cross-national data sets typically analysed. The main
complications are twofold. First, in the presence of certain market failures,
such as positive production externalities in import-compeling sectors, the iong-
run levels of GDP (measured at world prices) can be higher with trade
} restrictions than without. In such cases, data sets covering relatively short
time spans will reveal a positive (partial) association bet \ trade restriction

and the growth of output along the path of convergence 1o the new steady

-+« -+ Summers-Heston
——Worid Bank

i
i
|
|
i
i
P

i acidison

Y slate. Second, under conditions of endogenous growth, trade restrictions may
VoL also be associated with higher growth rates of output whenever the
:“1 restrictions promote technologically more dynamic sectors over others.
' e Our detailed empirical analysis covers the lour papers that are probably the
%, best known in the field: Dollar (1992), Sachs and Wamer (1895), Ben-David
‘7%; (1993), and Edwards {1998). We evaluate the conceptual foundations for the
o particular approaches used in each of these papers, as well as the robustness
o, « of the reported empirical findings 10 alternative specifications.
6,
4;,; We argue that the indicators of ‘openness’ used by Dolar (1992) and Sachs
< and Warner (1992) are problematic as measures of trade _amiers, and are
e, highly correlated with other sources of poor economic performance

(particularly macroeconomic imbalances). A comparison of price indices for
fradables (as in Dollar 1992) is informative about levels of trade protection
only under very restriclive conditions that are unlikely to hold in praciice.
Further, the empirical relationship between Dollar's DISTORTION index and
economic growth is not robust to the inclusion of standard control variables,
the use of updated Summers-Heslon data, or to changes in the time period
analysed.

Year

The composite openness indicator construcled by Sachs-Warner (1995)
derives ils staistical power mainly from the combination ot the black markel
premium (BMP) and the state monopoly of exports (MON) variables. Very little
of the dummy’s stalistical power would be lost if il were constructed using only
these lwo indicators. In particular, there is little action in the two variables that
are the most diract measures of trade policy: tariff and non-tariff barriers (TAR
and NTB). Moreover, the significance of BMP and MON in explaining growth
can be traced to their correlation with other detemminants of growth:
macroeconomic problems in the case of the black-market premium, and
location in Sub-Saharan Africa in the case of the slate monopoly variable. The
Sachs-Warner indicator is not robust against alternative indicators that
combine measures of macroeconomic dislress with location in Sub-Saharan
Africa. We conclude thal the Sachs-Warner indicator serves as a proxy for a
wide range of policy and institutional differences, and that it yields an
upwardly-biased estimate of the effects of trade restrictions proper.

Figure V1.6 Standard Deviation for Six Latin American Countries
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In the case of Edwards (1998), the robusiness of the regression resulls
presented is largely an artefact of weighting and identification assumptions
that seem to us to be inappropriate. OI the 19 different specifications reported
in Edwards (1998), only 3 produce results that are statistically significant at
conventional levels once we qualify these assumptions. Furthermore, the
specifications that pass econometric scrutiny are based on data that suffer
from serious anomalies and subjectivity bias.

As regards Ben-David (1993), we find that his convergence result for the
European economies no longer stands out as starkly when Germany is
included in the sample of the integrating European countries, or when updated
Maddison {1995) dala are used.

Our bottom line is that the nature of the relationship between trade policy and
economic growth remains very much an open question. The issue is far from
having been settled on empirical grounds. We are in fact sceptical that there is
a general, unambiguous relationship between Irade openness and growth
waiting to be discovered. We suspect that the relationship is a contingent one,
dependent on a host of country and external characteristics.

Our objective in this paper is not to argue that trade protection is good for
economic growth. We know of no credible evidence - at least lor the post-
1945 period - that suggests thal trade restrictions are systematically
associated with higher growth rates. On the other hand, we believe that there
has been a tendency in academic and palicy discussions to greatly overstate
the systermnatic evidence in favour of trade openness. We view this paper ag a
corrective to this ‘endency. What we believe we show is that the challenge of
identifying the connections between trade policy and economic growth is one
that still remains before us.

Figure V1.5; Standard Deviation of Log Incomes, East Asia
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' TRADE POLICY AND ECONOMIC GROWTH:

A SKEPTIC'S GUIDE TO THE CROSS-NATIONAL EVIDENCE

gk
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5
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1

“it isn't what we don’t know thai kills us. It's what we know that ain't so.”
-~ Mark Twain

|
|
i

Do countries with lower barriers to international trade experience faster economic

progress? Few questions have been more vigorously debated in the history of economic thought,
and none is more central 1o the vast literature on trade and development.

The prevailing view in policy circles in North America and Europe is that recent

ic history provides a lusive answer in the affirmative. Multilateral institutions such
u lhe World Bank IMF, Ind lhc OECD reguhrly promulgate advice predicated on the belief

q for growth. A recent npan by

lhe OECD (1998, 36) sul.cs “More opcn and d-ori ly
outperform countrics with restrictive trade and [foreign] i i " A ding o the
IMF (1997, 84): “Policies toward foreign trade are among the more |mponan| factors promo(lng
econamic growth and convergence in developing countries.”'

! 5 This view is widespread in the i fession as well. Krueger (1998, 1513), for
‘ ; - cxample judges that it is straightforward to dcmonsualc :mpmcally the supenior growth

! | of ies with “outer-oriented” trade gies.! According .0 Stiglitz (1998a,

! 36), *“[m]ost specifications of empirical growth rcgressions find that some i~dicator of external

openness—whether trade ratios or indices of price distortions or average tariff level--is strongly
associated with per-capita income growth.”

PSPPI ELF LSS PSS LS

Such statements notwithstanding, if there is an inverse relationship between trade barriers
and economic growth, it is not one that immediately stands out in the data. See for cxample
Figures 1.1 and 1.2. The figures display the (partial) associations over the 1975-1994 period
between the growth rate of per-capita GDP and two measures of trade testrictions.  The first is
an average tariff rate, calculated by dividing t0tal import duties by the volume of imports. The

Figure VI.4: Contribution to Variance around Europesn Mean

' The IMF quote cites sesearch by Sachs and Wamer and by Ben-David, which we shall review in this paper.
¥ Krueger citcs Sachs and Warner (1995).

Su;lnz here cites Sachs and Wamer (1995) as welt. Elsewhere Stiglitz (1998b) wmz: "there i it by and large s
consensus among economists—based on a wealth of stud that rade ings
gains" 10 contrast the apparent consensus on trade liberalization with the lack of consensus with regard lo capital-
account liberslization.
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second is a coverage ratio for non-tariff barriers 1o trade * The figures show the relationship
between these measures and growth after controlling for levels of inilial income and secondary
cducation. In both cases, the slope of the relationship is only slightly negative and nowhere near
statistical significance. This finding is not atypical. §|mple measures of trade barriers tend not
10 enter significantly in well-specified growth reg . regardless of time periads. sub-
samples, ot the conditioning variables employed

Of course, neither of the two measures we used above is a perfect indicator of trade
restrictions. Simple tariff averages underweight high tanifl rates because the cotresponding
import levels tend 10 be low. Such averages are also poar proxies for overaif trade restrictions
when tariff and non-tarifY barriers are substitutes. As for the non-tariff coverage ratios, they do
not do a good job of discriminating between barriers that are highly restrictive and barriers with
little effect. And conceptual flaws aside, both indi s are clearly d with some ervor
(due to smuggling, weaknesses in the underlying data. coding problems, etc. ).

In part because of concerns related to data quality. the recent literature on openness and

growth hu resoned lo more creative empirical strategies. These strategies include: (a)
ive indi of op (Dollar 1992; Sachs and Warner 1995); (b) testing

robustness by using a wide range of of op including subjective indicators
(Edwards 1992, 1998); and (c) comparing convergence experience among groups of liberalizing
and non-liberalizing countries (Ben-David 1993). This recent round of empirical research is
generally credited for naving yielded stronger and more convincing results on the beneficial
consequences of operc  ss than the previous. largely case-based literature. Indeed. the
cumulative evidence that has emerged from such studies pravides the foundation for the
previously-noted on the growth-p ing effects of trade openness.

Our goal in this paper is to scrutinize this new generation of rescarch. We do so by
focussing on what the existing literature has to say on the following question: Do countries with
Iower policy-induced barriers in international trade grow faster, once other relevant conntry
characteristics are controlled for? We take this to he the central question of policy relevance in
this area. To the extent that the empirical literature demonstrates a positive causal link from
openness to growth, the main operational implication is that governments should dismantle their
barriers to trade. Therefore, it is critical to ask how well the evidence supports the presumption
that doing so would raise growth rates.

Note that this question differs from an altemative one we could have asked: Does
international trade raise growth rates of income? This is a related, but conceptually distinct
question. Trade policies do affect the volume of trade, of course. But there is no strong reason
1o expect their effect on growth to be quanliratively {or even qualitatively) similar ta the

of ch in trade vo! that arise from, say, reductions in transport costs or
mcrcms in world demand. To the extent that trade restrictions rcprtsenl policy responses to real
or perceived market imperfections or, at the other , are i for rent
they will work differently from natural or geographical barriers to rade and other exogenous

* Data for the first measure come from the World Bank's World Development Indicators 1998 The second is isken
from Barro and Lee (1994), and is based on UNCTAD compilations.

GDP of UK, Denmark and ireland, ralative to EEC Mean

Figure V1.2

- — — DENMARK
| RELAND

- UK
—_EECH

LI TS LL I I L LS LIS IS

8
-]
4
02
o]

ueem D33 O onEY

Yeor



Figure V1.2: Dispersion of Per Capita iIncomes and Trade Policy Events
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deﬁemumms Frankel and Romer (1998) recognize this point in their recent paper on the

trade vol and income levels. These authors use the geographical
componenl of wrade volumes as an instrument to identify the effecis of trade on income levels.
They sppropriately caution that their results cannot be directly applied to the effects of trade
policies.

From an operational standpaint, it is clear that the relevant question is the onc having to
do with the consequences of trade policies rather than trade volumes. Hence we focus on the

recemt empirical ki that pis to |he effect of trade policies. Our main finding
is lhll this i is largely uninfe ive reg g the question we posed above. Thercisa
gapb the ge that the of this li have derived and the
*facts” that the i has actually di d. The gap from a number of factors.
In many cases, the indi of "op " used by hers are probl ic as of
trade barriers or are highly correlated with other sources of poor economic performance. In other
cases, the empirical ies used to in the link b trade policy and growth have

serious shortcomings, the removal of which results in significantly weaker findings.

The literature on openness and growih through the late 1980s was usefully surveyed in a
paper by Edwards (1993). This survey covered detailed multi-country analyses (such as Little et
al. 1970 and Balassa 1971) as wel) as cross-country cconomc\nc studies {such as Feder 1983,

Balassa 1985, and Esfahani l99|] Maost of the ci h that was
available up to thai point f d on the relationship b exports and growth, and not on
trade policy and growth. Edwards' evaluation of this li was largely negative (1993,

1389):

[M]uch of lhe cross-country regressmn based studies have been plagued by empirical and
1al The th rks used have been increasingly

stmpllsnc failing 10 uddrcss important questions such as the exact mechanism through
which export expansion affects GDP growth, and ignoring potential determinants of
growth such as educational aftainment. Also, many papers have been characterized by a
lack of care in dealing with issues related 10 endogeneity and measurement errors. All of
this has resulted, in many cases, in unconvincing results whose fragility has been exposed
by subsequent work.

Edwards argucd that such weaknesses had reduced the policy impact of us cross-national
econometric rescarch covered in his review.

Our paper picks up where Edwards' survey lefi off. We focus on a number of empirical
papers that either were not included in or have appeared since that survey. Judging by the
number of citations in pubhcnnons by govemmcnlal and mululnlcml institutions, this recent
round of empirical h has been iderably more i I in policy circles. Qur

detailed analysis covers the four papers that are probably the best known in the ficld: Dollar
(1992), Sachs and Wamer (1995), Ben-David (1993), and Edwards (1998).

A few words nboul the sclection of papers. Thc paper by Dollar (1992) was not reviewed
in Ed ' survey, p b it had only r y been published. We include it here
since it is, by our count, the maost heavily cited cmpmcal papcr on the link between openness and
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growth. Sachs and Wamer (1995) is a close second. and the index of “openness” constructed
therein has now been widely used in the cross-national research on growth * The other two
papers are also well known, but in these cases our decision was based less on citation counts than
on the fact that they are representative of different types of methodologies, Ben-David (1993)
vansiders income convergence in countries that have integrated with each other (such as the
L.uropean Community countries). Fdwards (1998) undertakes a robustness analysis using a wide
range of trade-policy indicators, including some subjective indicators. Some of the other recent
studies on the relationship between trade policy and growth will be discussed in the penultimate
section of the paper.

Our bottom line is that the nature of the relationship between trade policy and economic
growth remains very much an open question. The issuc is far from having been settled on
empirical grounds. We are in fact skeplical that there is a general, unambiguous relationship
between trade openness and growth waiting 1o be discovered. We suspect that the relationship is
a contingent one, deper.. >nt on a host of country and external characteristics. Research aimed at
ascertaining the circumstances under which open trade policies are conducive to growth (as weli
as those under which they may not be) and at scrutinizing the channels through which trade
policies influence economic performance is likely to prove more productive.

Finally, it is worth reminding the reader that growth and welfare are not the same thing.
Trade policies can have positive effects on welfare without afTecting the rate of economic
growth, Conversely, even if policies that restrict international trade were to reduce economic
growth, it does not follow that they would necessarily reduce the level of welfare. Negative
coelTicients on policy variables in growth regressions are commonly interpreted as indicating
that lhcz)olicis in question are normatively undesirable. Strictly speaking. such inferences are
invalid.® Qur paper centers on the relationship between trade policy and growth because this is
the issue that has received the most attention in the existing literature. We caution the reader that
the welfare implications of empirical resuits regarding this link (be they positive or negative)
must be treated with caution. .

The outline of this paper is as follows. We hegin with a conceptual overview of the
issues relating to openness and growth. We then turn to an in-depth examination of each of the
four papers mentioned previously (Dollar 1992; Sachs and Warner 1995; Edwards 1998; and
Ben-David 1993). The penultimate section discusses briefly three other papers (Lee 1993;
Harrison 1996; and Wacziarg 1998). We offer some final thoughts in the conctuding section.

* From its date of publication, Dollar's paper has been cited st least 80 times, according io the Social Science
Citations Index. Sachs and Wamer (1998} is a clote second, with 76 citations. Edwards (1992), Ben-David {1993)
and Lee (1993) round off the tist, with 53, 25 and 16 citalions respectively.

* Some of the main problems with economic growth as a measure of welfare are that: (i) the empirically identifisble
effect of policies on rates of growth--especially over short intervals--could be different from their effect on levels of
income; (ii) levels of per capita income may not be good indicators of welfare because they do not capture the
distribution of income or the level of access to primary goods and basic capabilities; and (iii) high growth rates
could be sesocizted with suboptimally low levels of present day consumption. Halt and Jones (1999) come closest
to addressing the first of these problems ty studying the effect of openness on output per worker. We shall criticize
their measure of openness--the Sachs-Wamer openness dummy-  in section IV below

Effect of excluding Germany in Dispersion Caiculations
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IL_Conceplual issues

Think of a small economy that takes world prices of radable goods as given. What is the
relationship between trade restrictions and real GDP in such an economy? The modem theory of
trade policy as it applies to such a country can be summarized in the following three
propositions:

1. ln static models with no market imperfections and other pre-existing distortions, the
effect of a trade restriction is 10 reduce the level of real GDP at world prices. In the
presence of market failures such as externalities, trade restrictions gy increase real GDP
(although they are hardly ever the firsi-best means of doing so).

2. 1n standard models with hnological change and diminishing returns to

3 reproducible factors of production (e.g., the lassical model of growth), a trade
restriction has no effect on the long-run (steady-state) rate of growth of ou(pul.’ This is
true regardless of the existence of market imperfections. However, there may be growth
effects during the transition to the steady state. (These Iransitional effects could be
positive ar negative depending on how the long-run level of output is affected by the
trade restriction.)

. In models of endog growth g d by diminishing retums to reproducibie
factors of production or by leaming-by-doing and other forms of endogenous
technological change, the presumption is that lower trade restrictions boost output growth

in the world economy as a whole. But a subset of countries may experience diminished

g growth depending on their initial factor endowments and levels of technological

s development.
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- Taken together, these points imply that thiere should be no theoretical presumption in

4 favor of finding an biguous, negative relationship between trade barriers and growth rates
i in the types of cross-national data sets typically analyzed.® The main complications are iwofold.
i First, in the presence of certain market failures, such as positive production extemalities in
import-competing sectors, the long-run levels of GDP (measured at world prices) can be higher
L with trade restrictions than without. In such cases, data sets covering relatively short time spans
will reveal a posilive (partial) association between trade restrictions and the growth of output
along the path of convergence to the new sieady state. Second, under conditions of endegenous
growth, trade restrictions may also be associaled with higher growth rates of output whenever the
i. ! restrictions promote lechnologically more dynamic sectors over others. In dynamic models,

morcover, an increase in the growth rate of output is neither a necessary nor a sufficient
~ L condition for an improvement in welfare
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Figure V.2: Partisl Association between Growth and SQT
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? Strictly speaking. this stalement 15 true only when the masginal product of the reproducible faciors ("capital”) tends
%0 zevo in the fimil. 1F this margmnal product is bounded below by s sufficiently farge pu.itive constant, trade policies
can have an cflect on long-run growth rates. sinilar (o their effect in the more recent endogenous growth models
{point 3 below). Sce the discussion in Sanivasan (1997)

3.24613

* Sec Buffic (1998) for an extensive theoretical discussion of the issucs from the perspective of developing

couniries.



Since endogenous growth models are often thought to have provided the missing
theoretical link between trade openness and long-run growth, it is useful to spend a moment on
why such models in fact provide an ambiguous answer. As emphasized by Girossman and
Helpman (1991), the general answer 1o the question "does trade promote innovation in a small
open economy” is: "it dcpcnds,"v In particular, the answer varies depending on whether the
forces of comparative advantage push the cconomy's resources in the direction of activities that
generate long-run growth (via externalities in research and development, expanding product
variety, upgrading proc ct quality, and 3o on) or divert them from such aclivities. Grossman snd
Helpman (1991). Feenstra (1990), Matsuyama {1992), and others have worked out examples
where a country that is behind in technological development can be driven by trade to specialize
in traditional goods and experience a reduction in its long-run rate of growth. Such models are in
fact formalizations of some very old arguments about infant industries and about the need for
temporary protection to catch up with more advanced countries.

The issues can be clarified with the help of a simple model of a small open economy with
learning-by-doing. The model is a simplified version of that in Matsuyama (1992), except that
we analyze the growth implicatians of varying the import 1anif¥. rather than simply comparing
free trade to autarky. The econamy is assumed to have two sectors, agriculture (a) and
manufacturing (m), with the latter subject to learning-by doing that is exiernal to individual firms
in the sector but internat to manufacturing as a whole. Let tabor be the only mobile factor
between the two sectors, and normalize the economy’s labor endowment to unity. We can then

write the production functions of the facturing and agricultural sectors, respectively, as:
X =M
X7 =AQ0-n)y
where n, stands for the labor force in manufacturing, a is the share of labor in value added in the
two sectors (; d to be identical for simplicity), and  is a time subscript. The productivity
coefTicient in manufacturing A, is a state variable evolving according to:
M, =8X],

where an overdol represents a time derivative and & captures the strength of the leaming effect.

‘We assume the economy has an initial comparative disadvantage in manufacturing, and
normalize the relative price of manufactures on world markets to unity. 1f the ad-valorem import
tariff on f: is 7. the & ic relative price of manufactured goods becomes (1+ 1.
Instantaneous equilibrium in the labor market requires the equality of value marginal products of
labor in the two sectors:

A -n )Y =(1+ M.

It can be checked that an increase in the import tanifT has the effect of allacating more of the
economy’s labor to the manufacturing sector:
dn,

— >0,
dr

® This is a slight paraphrase of Grossman and Helpman (1991, 152)

Figure IV.1: Partial Association between Growth and BM
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Further, for a constant level of r, n, evolves according to:

A, =[i—ia]“ —n s,

where a “** denotes proportional changes.

Let Y, denote the value of output in the economy evaluated at world prices:
Y,=Mn' +A(l-n)".
Then the instantancous rate of growth of output at world prices can be expressed as follows:

¥ =68(4, +( }A -n)n7,

where 4, is the sharc of manufactusing output in total output when both are expressed at world
prces (ie, 4, = X"/1).

Consider first the case when 7= 0. In this case, it can be checked that 4, = n, and the
{r for the i growth rate of output simplifies to ¥, = 54, n® , which is strictly
positive whenever n, > 0. Growth arises from the dynamic cffects of leamning, and is faster the
larger the manufacturing base n,. A small tariff would have a positive effect on growth on
of this ch 1 b it would enlarge the manufacturing sector (raise n,).

When 7> 0, the manufaciuring share of output at world prices is less than the labor share
in manufacturing, and 4, < n,. Now the second term in the expression for ¥, is negative. The
intuition is as follows. The wariff imposes a production-side distortion in the allocation of the

economy 's resources. For any given gap between 4, and n,, the productive efficiency cost of this
ion rises as facturing output (the base of the dislortion) gels larger.

Hence the tariff exerts two contradictory effects on grawih. By pulling resources into the
manufacturing sector, il enlarges the scope for dynamic scale benefits, thereby increasing
growth. But it also imposes a static :ﬁiclency loss, the cost of which rises over time as the
manufacturing sector becomes larger.'® Figure 11.) shows the relationship between the tariff and
the rate of growth of vutput (at world prces) for a panticular parameterization of this model.

Two curves are shown, one for the instantaneous rate of growth (based on the expression above),
and the other for the average growth rate over a twenty-year horizon {calculated as [1720)x[{n¥
-InYa]). In both cases, growth increases in runtil a critical level, and then diminishes in r. This
pattern is, however, by no means general, and other types of results can be obtained under
different paramelerizations.

The model clarifies a number of issues. First, n shows that it is relatively straightforward
to write & well-specified model that g the ions that many opponemnts of trade

" We emphasize once again that these results on the growth of utput do not translate direcily inta welfare
comsequences. In this particular model, the leygl effect of a ariff distortion also has (o be taken inte accoumt before
2 judgement on welfare can be passed. Hence it is possible for welfare to be reduced (raised) even though the
growth caie of output is (permanently) higher (lower)



openness have espoused--namely that free trade can be detrimental to some countries’ economic
prospects, especially vhen these countries are lagging in technological development and have an
initial comparative advantage in "non-dynamic" sectors. More broadly. the model illustrates that
there is no determinate .ieoretical link between trade protection and growth once real-world
phenomena such as leaming, technological change. and market imperfections (here captured by a
leaming-by-doing externality) are taken into account. Third. it highlights the exact sense in
which trade restrictions distort market outcomes. A trade barrier has resource-allocation effects
because it alters a Jomestic price ratio: it raises the domestic price of import-competing activities
relative 1o the domestic price of exportables, and hence introduces a wedge between the domestic
relative-price ratio and the opportunity costs reflected in relative border prices.”’ While this
point is obvious, it bears repeating as some of the empirical work reviewed below interprets
openness in & very different manner.

111, Davi lar (1

As mentioned previously, the paper by Dollar (1992) is one of the most heavily cited
recent studies on the relationship between openness and growth. The principal contribution of
Dollar’s paper lies in the construction of two separate indices, which Dollar demonstrates are
each negatively correlated with growth over the 1976-85 period in a sample of 95 developing
countries. The two indices are an "index of real exchange rate distortion” and an "index of real
exchange rate variability” (henceforth DISTORTION and VARIABILITY). These indices relate
to "outward orientation,” as understood by Dollar (1992, 524), in the following way:

Outward orientation generally means a combination of two factors: first, the level of

protection, especially for inputs into the production process, is relatively low (resulting in

a sustainable level of the real exchange rate that is favosable to exparters); and second.

there is relatively little variability in the real exchange rate, so that incentives are

comsistent over time.
The indices DISTORTION and VARIABILITY are meant 1o capture these Iwo dimensions of
"outward orientation.”

n order to implement his approach. Dotlar uses data from Summers and Heston (1988,
Mark 4.0) on comparative price levels. The Summers-Heston work compares prices of an
identical basket of ption goods across countries. Hence, letting the U.S. be the
benchmark country, these data provide estimates of each country i's price level (RPL,) relative to
the U.S.: RPL,=100x P, #(¢, 1}, ). where I, and o5 are the respective consumption price indices,
and e, is the nominal exchange rate of country i against the U.S. dollar {in units of home currency
per dollar)."? Since Dollar is interested in the prices of tradable goods only, he atterpts to purge
the effect of systematic differences arising {rom the presence of non-tradables. To do this, he

' Some suthors have stressed the effects that the high levels of discretion associated with trade policies can have on
rent-seeking and thus on economic performance (Krueger, 1974; Bhagwati, 1982). These elTects go beyond the
direct impact on resource allocation that we discuss. They are however refated more directly 1o the discretionsry
nature of policies than to their effect on the ecanomy's openness. Discretionary export promotion policies—~which
will make an economy more open--should in principle be just as canducive 1o rent-seeking as protectionist policies.

"1 Qur notation differs from Dollar's (1992). In particular, the exchange rate is defined difTerently

Figure 1.2: Partiai Association between Growth and Noa-Tariff Barriers
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regresses RPL, on the level and square of GDP per capita and on regional dummies for Latin
America and Africa, as well as year dummies. Let the predicted value from this regression be

denoted IIPL Dollar's index of DISTORTION is RPL, IRPL averaged over the len-year
period 1976-1985. VARIABILITY is in tumn calculated by taking the coefficient of of
the annual observations of RPL, / RPL, for each couniry over the same period.

Dollar interprets the vaniation in the values of DISTORTION across countries as
| difff in the restrictiveness of trade policy. He slates: “the index

derived her: measures the extent 1o which the real exchange rate 1s distoned away from its free-
trade level by the trade regime” (Dollar 1992, 524). Later on, referring to RPL,, he writes:

if there were no non-tradables, cross-country variation in these price levels could be taken

direcily as a measure of inward or outward orientation caused by trade policy. For

instance, a country suslaining a high price level over many years wnuld clearly have to be

a country with a relatively large amount of p ion (inward or ).
Since this type of claim is often made in other work as well,"” we shall spend some time on it
before reviewing Dollar's empirical resulis. We will show thal a comparison of price indices for
tradables is informative about levels of trade protection only under very restrictive conditions
that arc unlikely to hold in practice. We will also show that the empirical relationship between
DISTORTION and growth identified by Dollar (1992} is not robust to the inclusion of standard
control vanables, the use of updated S s-Heston dala, or 1o changes in the lime period
analyzed.

Imde policics and price levels

We will not discuss further Dollar’s method for purging the camponcm of non-tradable
goods prices thai is systematically rclaled 10 income and other characteristics."* Assuming the
method is successful, the DISTORTION measure appruxlmams (up 10 a random esror term) the
price of a country s tradables relative to the U.S. Letting P stand for the price index fos
tradables and neglecting the eror, the DISTORTION index for country i can then be expressed
as PMie, P}

Let us, without loss of generality, fix the price level of wradables in the U.S., Pu', Land
assume that free trade prevails in the U.S. The question is under what conditions will trade

restrictions be associated with higher levels of £’ /(e Fy,) . Obviously, the answer depends on

the effect of the restnctions on £' (and possibly on e,).

—_—
" E 5., in Bhalka and Lau (1992), whose index is also used in Hamison (1996) We will discuss Hasvison's papes 1o
the peaullimale scclion

% For & good recent discussion of the problems tha: may arise on this account see Falvey and Geramell (1999)



10

Note that P is an aggregate price index derived from the domestic prices of two types
of tradables, impori-competing goods and exporfables. Hence P’ can bhe expressed as a linearly
homogenous function of the form:

B =a(plpl)

where p” and p; are the domestic prices of import-competing gouods and exportables,
respectively. Since Summers-teston price levels are estimated for an identical basket of goods.
the price-index function #1.} applies equally to the L1.S.

R =n(ploply)
Next, define " and as ¢ the ad-valorem equivalent of import restrictions and export
restrictions, respectively. Assume that the law of one price holds (we shall relax this below).
Then, pT=e,p;(1+17) and p’=e p', /(1 +1'). Cc dabl
relative to U.S. prices can be expressed as

ly. the d ic price of

A+ pl,
1+

BT _mlpn () KLY

e (P Pin) T(plspin)
where we have made use of the linear homogeneity of n( }. Note that the nominal exchange rate
has dropped out thanks to the assumption of the law of one price.

Consider [irst the case where there are binding import restrictions, but no export
restrictions (¢~ > 0 and 1= 0). In this instance. it is apparent that 2’ > ¢, P\, and trade
restrictions do indecd raisc the domestic price of tradables (relative to the benchmark country).
Judging from the quotations above, this is the case that Dollar scems to have in mind.

On the ather hand, consider what happens when the country in question rescinds all
import restrictions and imposes instead export restrictions at an ad-valorem level that equals that
of the import restrictions just lifled (17 =0 and ¢ > 0). From the Lemer (1936} symmetry
theorem, it is evident that the switch from import protection to export taxation has no resource-
allocation and distributional effects for the economy whatsoever. The refative price between
tradables, p"/ p; . remains unaffected by the switch. Yet, because export restrictions reduce the
domestic price of exportables relative to world prices, it is now the case that P <el). The
country will now appear, by Dallar’s measure, to be outward oriented.

p | implication is that ies that combine impost batriers with export
taxes (such as many countries in Sub-Saharan Africa) will be judged less protected than those
that rely on import restrictions alone. Conversely, counries that dilute the protective impact of
import restrictions by using export subsidies (1, < 0} will appear more protected than countries
that do not do so.

Hence the DISTORTION index is sensitive to the form in which trade restrictions are
applied. This follows from the fact that trade policies work by altering relative prices within an
cconomy; they do not have unambiguous implications for the level of prices in a country relative

Senegal 17.01 227 na
Seychelles na 2952 6486
Sierra Leone 2007 1585 2762
Singapore 126 082 na
Solomon Islands 1066 1958 na
Somalia 2784 na. na
South Africa 422 337 179
Spain 1304 652 o0
Sri Lanka 681 15.82 938
$1. Kitls and Nevis na 17.56 na
St Lucia na 13.49 na
St. Vincent and the Grenadines na 1529 2539
Sudan 312 na na
Suriname 1781 1627 na
Swaziland 2102. 2314 na
Sweden 209 [rd ] i
Switzerland na 366 500
Syrian Arab Republic 1448 na na
Tanzama 1083 978 na
Thadand 1474 1374 827
Togo na %71 na
Trimdad and Tobago na na 668
Tunisia 20 51 26 AT 2028
Turkey 2118 825 338
Upanda 12.99 615 na
United Kingdom 119 (K] 010
United States 385 35 28
Uruguay 714 1360 671
Vanuatu na 2556 na
Venezuela 783 980 1008
Yemen, Rep na na 2991
Zambia 678 820 1552
2 na. 2289 na.

Source: World Bank, World Development Indicators 1998

Notes: Countries kisted are those for which there is data for at least

one of the years covered



Honduras
Hungary
Iceland

India
Indonesia
Iran, Islamic Rep
Ireland

Israet

haty

Jamaica
Japan
Jordan
Kenya
Korea, Rep.
Kuwait
Latvia
Lebanon
Lesotho
Libena
Lihuania
Madagascar
Malaw
Malaysia
Maidives
Mali

Malia
Mauritania
Mauritius
Mexico
Mongoba
Moracco
Myanmar
Nepal
Netherlands Antilles
New Zealand
Nicaragua
Nigeria
Norway
Oman
Pakistan
Panama
Papua New Guinea
Paraguay
Peru
Phikppines
Poland
Portugal
Romania
fussian Federation
Samoa

833

na
927
804
1138
1001
16 96
028
41
na
1181
1297

na

682
1378
41,92
387
2501
586
520
005
are
235
1439
1475
859
3.50
na

na

2303
2100
na

na

16 26
868
1204
638
1018
na

1979
799
na

1327
2532
1244
143
546
806
14 52
076
370
24.45
na

11.74
637
26.10
1428
879
279
na

na

2951

na
na
179
2608
403
528
3.90
na
002
na
na
1465
1425
457
343
24
984
na
na
242
2057
na
342
149N
na
na
na
16 45
507
465
na
4571
964
na
s
1166
na
103
na
26.99
873
16 03
na
13.02
14.18
16 83
0.01
599
282
na

1

to another. A necessary condition for Dollar's index 10 do a good job of ranking trade regimes
according (o restrictiveness is that export policies (whether they tax or promote exports) play a
comparalively minor role. Morcover, as we show in the next section, this is not a sufficient
condition.

vant | W ice in practice?

The discussion above was framed in terms that are Lhe mosi favorable 10 Dollar’s
measure, in that we assumed the law of one price (LOP) hoids. Under this mainiained
hypothesis, the prices of tradable goods produced in di ies can diverge from each
other, when expressed in a common currency, only when there exist trade restrictions (or

transport costs).

However, there is a vast array of evidence suggesting that LOP does not accurately
describe the world we live in. In a recent review article, Rogoff {1996, 648) writes of the
“startling empirical failure of the law of one price.” Rogoff cancludes: "commodities where the
deviations from the law of one price damp oul very quickly are the exception rather than the
rule” (Roguff 1996, 650). Further, the evidence suggesis that deviations from LOP are

Ily related 10 in nominal exchange rates (see references in RogofT 1996).
Indeed it is well known that (nominal) exchangc -rate policies in many developing countrics are
ible for producing large and ined swings in [gal exchange rates. Trade barriers or

uanspon costs typically play a much smaller role.

Dotlar (1992, 525) acknowledges that "there might be short-term fluctuations [unrelated
to trade barriers] if purchasing-power parity did not hold continuously,” but considers that these
fluctuations wouid average out over time. Rogoff (1946, 647) concludes in his survey that the
speed of convergence to purchasing-power panly (FPP) is extremely slow, of the order of
roughly |5 percent per year. Al Lhis speed of convergence, averages constructed over a time
horizon of 10 years (Lhe horizon used in Dullar's paper) would exhibit substanial divergence
from PPP in the presence of nominal shocks.

Under this interpretation, a significant portion of the cross-national variation in price
levels exhibited in DISTORTION would be due not to lmk pohcnes but 10 monetary and
exchange-rate policies. Unlike trade policies, inal have an
unambiguous effect on the domeslic price level of traded goods relative 1o foreign prices when
LOP fails: an appreciation raises the price of both impon-compeling and exponable goods
relative to foreign prices, and a drpn:cialmn has the reverse effect. Countries where the nominal
exchnng: rate was not all d 1o dep in line with d inflation would exhibit an

ion of the real ge rate (a rise in domestic prices relative to foreign levels), and
con’espondmgly would be rated high on the DISTORTION index. Countries with aggressive
of devaluation (or low inflation relative to the trend depreciation of their nominal
exchlngc rate) would receive low DISTORTION ratings.

Transport costs provide another reason why DISTORTION may be unrclated to trade
policies, especially in a large cross-section of countries. Dollar's index would be influenced by
geographic variables such as access to sea routes and distance to world markets, even when the



12

1.OP—appropriately modified to account for transport costs -—holds. Hence in practice
DISTORTION is likely to capture the effects of geography as well as of exchange-rate policies,
Indeed, when we regress Dollar’s DISTORTION index on the black market premium (a measure
of exchange rate policy), a set of continent dummics. and two trade-related geographic variables
(the coastal length over total land area and a dummy for tropical countries), we find that these
explain 52 percent of the variation in Dollar’s distortion index (Table 111.1, column 1). Not only
is the additional effect of two trade policy variables (tariffs and quotas) minor in comparison
tcolumn 2), but these enter with the wrong sign! Higher levels of tariffs and quotas seem to
induce, if anything, lower levels of price distortions according 1o Dollar's index, afier relevant
hi istics and exch rate policy variables are controlled for.

geograp

To summarize, DISTORTION is theoretically appropriate as a measure of trade
restrictions when three conditions hold: (a) there are no export taxes or subsidies in use; (b) the
law of one price holds continuously; and (c) there are no systematic differences in national price
levels due to transport costs and other geographic factors. Obviously. all of these requi
atc counterfactual. Whether one believes that DISTORTION still provides useful empirical
information on trade regimes depends on one's priors regarding the practical significance of the
three limitations expressed above.'® Our view is that the second and third of these--the departure
from LOP and the effect of geography--are particularly imporiant in practice. We regard it as
likely that it is the variance in norninal exchange-rate policies and geography. and not the
variance in trade restrictions, thal drives the cross-sectional variance of DISTORTION.

variability?

As mentioned previously, Dollar (1992} uses his measure of DISTORTION in
conjunction with a measure of VARIABILITY. the latter being the coelTicient of variation of
DISTORTION measured on an annual basis. He is driven to do this because the country
rankings using DISTORTION produce some "anomalies.” For example, "Korea and Taiwan
have the highest distortion measures of the Asian developing cconomies” and "the rankings
within the developed couniry groups are not very plausible” (Dollar 1992, 530-531). The ten
least distorted countries by this measure include not only Hong Kong, Thailand. Malta, but also
.Sri Lanka, Bangladesh, Mexico, South Africa, Nepal, Pakistan and Syria! Burma's rating (90)
equals that of the United States. Taiwan (116) is judged more distorted than Argentina (1 13).
Our discussion above indicated that DISTORTION is highly sensitive to the form in which trade
policies are applied and to exchange-rate policies as well as omitted geographic characteristics.
So such results are not entirely surprising.

Dollar states that the "number of lies decli b ially if the real
ratc distorti is bined with real exct rate variability ta produce an outward
orientation index” (Dollar 1992, 531). He thus produces a country ranking based on a weighted

average of the DISTORTION and VARIABILITY indices. Since these two indices are entered

'S The sensitivity of Dollsr's index to these assumptions highlights a generic difficulty with regression-based indices
which use the residual from a regression to proxy for an excluded vasiable: such indices capture variations in the
excluded varisble accurately only as long as the model is cosrectly and fully specified If some variables are
excluded From the estimated equation, they will form part of the index

Tabls VIIl.1: {mport duties as percent of imports (averages for

various years)

1974-75  1984-85  1994-95
Albania ~"na  na 1003
Argentina na 1385 B47
Austratia 980 856 458
Austria 417 1.60 104
Bahamas, The 1963 2438 na
Bathrain 212 407 362
Bangladesh 11.40 1453 na
Barbados 938 7.80 na
Belize na 2031 2974
Benin 1881 na. na
Bhutan na 018 060
Bolivia na 993 510
Botswana 2295 1811 1835
Brazit na 62) na
Bulgaria na na 566
Burkina Faso 18.70 1364 na
Burundi ne 1872 1295
Cameroon 2464 2280 16.04
Canada 556 392 173
China na na 128
Colombia 1240 1364 870
Comoros na 2559 na
Congo, Dem Rep 1923 1388 927
Cango, Rep 1330 na na
Costa Rica 657 10.04 918
Cote d'lvoire na LR D] na
Croatia na na 1057
Cyprus 822 9867 na
Czech Republic na na 404
Denmark 079 0.09 0.08
Dominican Republic 2381 1863 2685
Ecuador 15 65 2124 828
Egypt, Arab Rep 2784 28.30 2030
E! Salvador 6.04 654 627
Estonia na na as4
Ethiopia 2808 1397 na
Fiji 1493 20.50 1524
Finland 292 127 0.74
France ons 0.07 002
Gabon 2385 2557 na
Gambia, The na 204 na
Germany 018 00z na
Ghana 1377 1588 na
Guatemata 827 715 87
Guinea-Bissav na 0.02 na



Table V1.2: Coniributions to variance arcund EC Mean

1950 1960 1970 1980 1990
EC6 0036977 0018967 0010036 0006338  0.007037
EFTAS 0068853 005347 0036313 0015868  0.010965
Others C.08851 0081835 0056439 0047611 0034028
Variance €19434 0155272 0102788 0069918 005203
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separately in his growth regressions, we shall not discuss this combined index of "outward

ovicntation” further.

However, we do W|sh 10 emphasize |he obvious point that the VARIABILITY index has
Imle to do with trade i as d d, or with inward- or outward-
ion per se. R ber that DISTORT]ON is the (adjusted) price level of tradabl
nhuve 10 a foreign benchmark. Consider what happens when this relative price fluctuates
of in the d ic price of radables. Suppose first that the prices of non-
tradables move in synch with the pnce of tradables. In this case, VARIABILITY captures the
movement of the entire domestic price structure in relauon o forclgn prices, and whatever

"distortions" or "biases" are thereby created do not discri dables and non-
lndl.blcs {and much less among tradabl Al ively, suppose that the prices of tradables
against dables as well. Now, domestic relalive prices do exhibit mslahlllly but

the effect of this on relative production and consumption incentives cannot be deduced a priori.
Since the tradable and non-tradable sectors share a common relative price, one of these sectors
cannot experience greater price risk without the other doing the same. The economy-wide risk
may result in lower investment averail, but there is no presumption that this makes the economy
more inward oriented.

What docs VARIABILITY really measure? The ten counmcs with the highest
VARIABILITY scores are Iraq, Uganda, Bolivia, El Salvad gua, Guyana, Somali
Nigeria, Ghana, and Guatemala. For the most part, these are ies that have i d
very high inflation rates and/or severe polilical disturbances during the 1976-85 penod itis
plausible that VARIABILITY measures economic instability at large. In any case, it is unclear
10 us why we should think of it as an indicator of trade orientation.

Empis .

We check the robustness of Dollar's (1992) emplncal results by c:uendmg lhcm in lwu
directions. First, we rerun his regrcsslons in a more conv | form, foll g
ice in recent © | work on growth. Second, we redo his calculations for the
DISTORTION and VARIABILITY indices using more recent Summers-fleston Mark 5.6 data to
see whether his regression resuits hold with the revised data

The first column of Table H1.2 shows our rcpllcauon of the core Dollar (1992) result for
95 developing ies. Dollar's benchmar} ludes on the right-hand side the
investment ratc (as a share of GDP, averaged ovcr 1976-85} in addition to DISTORTION and
VARIABILITY. As shown in column (1), DISTORTION and VARIABH.ATY bath enter with
negative and highly significant coefficients using this specification. (Our resulls are virtually
|den||ul to |hnsc in Dollar (1992) wnh the difference that our I-statistics are based on
dard erors.)

None of Dollar's runs include standard regressors such as initial income, education, and
gional d ies. The other cal of Table HI.2 show the results as we alter Dollar's
specification to make it more campatible with recent cross-national work on growth (e.g., Barro
1997). First, we add regional dummies for Latin America, East Asia, and Sub-Saharan Africa to




14

ensure that the results are not due to omitted factors correlated with geographical location
(column 2). Next we drop the investment rate (column 1), and add in succession initial income
(column 4) and initial schooling (column 5)."' The dummies for 1.atin America and Sub-Saharan

Africa are negative and statistically significant. fnitial income and education also enter
ignificantly, with the expected signs (negative and positive, respectively).

We find that the VARIABILITY index is robust to these changes. hut that DISTORTION
is not. In fact, as soon as we introduce regional dummies in the regression. the estimated
coefficient on DISTORTION comes down sizably and becomes insignificant. Whatever
DISTORTION may be measuring, this raises the possibility that the results with this index are
spurious, arising from the index's correlation with (omitted) regional effects.’”

Dollar's original results were based on data from Mark 4.0 of the Summers-Heston
database (Summers and Heston 1988). In Table H1.3, we carry ot a similar exercise using the
more recent version (Mark 5.6) of the Summers-Heston data. We have re-calculated Dollar's
DISTORTION and VARIABILITY indices using the revised data, but have confined ourselves
1o the same period examined by Dollar (1976-85). The revised data allow us to generste these
indices for 112 developing countries. We show results with Dollar’s original sample of 95
countries also.

The correlation between the revised and original DISTORTION measures, although
positive, is only moderately high (0.56).'* The correlation between the two VARIABILITY
indices is higher (0.71). One consequence is that the benchmark Dollar specification now has a
much poorer fit {an R? 0f 0.16 versus 0.38 in the original version). Moreover, the estimated
coefficient on DISTORTION is positive, smalt, and statistically insignificant. even without the
addition of regional dummies (Table I11.3, column 1). Twa countries, Ghana and Uganda, have
much higher values for DISTORTION in the revised data than in the original. Including s
dummy for these two countrics renders the estimated coefficient on DISTORTION negative and
statistically significant at the 90 percent level (column 2). With the inclusion of regional
dummies, DISTORTION tumns insignificant once again (columns 3 and 4). The results with the
original 95-country sample are similar (columns §-8), except that DISTORTION is now
siatistically significant (at the 90 percent level) when all the controls--including. most critically,

" The income varisble comes from the Summers-Hesion (Mark 4.0} data set used in Doflar (1992} Schooling is
from Baro and Lee (1994).

'" An alternative interpretation is that there is insufficient intra-regional variation in trade policy to distinguish its
effect on growth from that of omitted regional effects. Note. however, tha in columns 2-5 DISTORTION is
insignificam while the Latin America and Sub-Saharan Africa dummies have statistically significant coefficients.
Thus the effect of the regional dummies appears to be stronger than that of the trade policy indicators, shedding
doubt on the interpretstion that they are picking up only trade policy effects

** This correlation is in great part influenced by two large outliers, (;hana and Uganda, which have much higher
price levels i the more recent data. If one 1akes these Iwo outliers ow, the corvelation between the iwo indices is
68

Table VI.1: Average Growth Rates

Growth Rate Belgium France Germany laly  Netherlands Average

1900-1913 0009 0015 0015 0028 0009
1921-1938 0010 0022 D026 D016 0010
1949-1960 0026 0038 0077 0054 0031
1960-1975 0033 0037 0029 0040 0032
1975-1994 0018 0017 0.020 0.023 0.014

Qo4
0017
0044
0035

ool



TableV.4: Robustaess of Trade Taxes and Heritage Index Results

Dependent Vanable' TFP Growth, 1980-90

m (2} 3 4} (5) (6)
Collected Taxes Rabo (Edwards) -0 2676
{-2.28)
Average Duty {* ric’ Bank) 00225
(1o
Average tmport C v (Workd Bank) Q0007 00003
(2.30)** (0.884)
Average Expart [ - (World Bank} -0.0003
(-1.09)
Hertage Index -0.0064
00022"
Trade Distortion r.~ex based on Lee -00010
data (-054)
Number of Observations 45 43 43 66 58 67
Notes: Each equation alsa includes log GDP per capita in 1965 and schooling in 1965 as regi t-statisti

heteroskedasticity-consisient standard emors are in parentheses.

based on

5

the dummy for Ghana and Uganda-~ar:: introduced (column 8) The estimated coefficient on
VARIABILITY is negative and stati Ily signifi

~ We have carried out a number of similar exercises for crass-sections over different
periods, as well as panel regressions with fixed effects” We don'l report those results here for
reasons of space. However, (he bottom line that emerges is in line with the regressions just
discussed: the estimated coefficient on VARIABILITY is generally robust 10 alterations in
specifications; the cocfficient on DISTORTION is not.

w Wal 995

We turn next (o the paper “Economic Reform and the Process of Global Integration” by
Jeffrey Sachs and Andrew Warner (1995). This extremely influential paper® is an ambitious
aftempt (o solve the crror problem in the li by ing an index of

that bines infc ion about several aspects of trade policy. The Sachs-Wamel
(S\V) openness indicalor (OPEN) is a zero-one dummy, which takes the value 0 if the economy
was closed according to any one of the following criteria:
it had average tariff rates higher than 40% (TAR),
its nontariff barriers covered on average more than 40% of imports (NTB);
it had a socialist cconomic system (SOC);
it had a state monopoly of major exports (MON);
its black market premium excecded 20% during either the decade of the 1970s or the
decade of the 19805 (BMP). ¥

whwNo—

The rationale for bining these indi into a single dichotomous variable is thal
they represent different ways in which policymakers can close their economy to international
trade. Tariffs set at 50 percent have exactly the same resource-allocation implications as quotas
a1 @ level thai raised domestic market prices for importables by 50 percent. To gauge the cffect
of openness on growth, it is necessary to use a variable that classifies as closed those countries

" This significance 15 in great pan driven by Zaiee When an additional dummy for Zaire 15 introduced into equation
8, the -statistic on the distortion variable drops to | 11

* In four replications of Dollar’s baseline specification for differeni decades we were able (o find & negative effect
of DISTORTION on growth galy for the £976-35 subpcriod. Fixed effects and random cffects pancl estimates (with
five or ten year averages as time periods) reveal no significant negative effect of DISTORTION on growth afler &
a1 of standard cross-country regressors are added. VARIABILITY has 2 aegative and significant coefficient in all
regressions except for the 1960-69 subperiod

% A partiat listing of papers that have made use of the Sachs-Wamer index includes Hall and Jones (1998),
Wacziarg (1998), Sala-i-Martio (1997), Bumside and Dollar {1997}, and Collins and Bosworth (1996).

3 Sachs and Warner use data from the following sources Lee (1993) for non-tariff barviers, Barro and Lee {1993)
for tarifls, World Bank (1994) for state monopoly of exports, Komai (1992) for the classification of socialist and
noa-socialisi countries, and Intemational Carrency Analysis {various years) for black marker premia. There are 6
economies which Sachs and Wamer rate as apen or closed relying on information not contained in any of these data
sets. These are Morocco, South Africa, Hanti, Luxembourg, Australia and New Zealand. For those economics, they
cither make » general assessment of their irade policies or rely on information from other reports on the level of
protection. The results in this paper hold irespective of how one classifies these six economies.
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that were able 1o effectively restrict their economies’ integration inte world markets through the
use of differemt combinations of policies that would achieve that result. Furthermore, if these
openness indicators are correlated among themselves, introducing them separately in a regression
may not yield reliable estimates due to their possibly high level of collinearity.

The Sachs-Wamer dummy has a high and apparently robust coefficient when inserted in
growth regressi The point aof its effect on growth (in the original benchmark
specification) is 2.44 percentage points: economies that pass all five requirements experience on
average cconomic growth two and a half percentage points higher than those that do not. The t-
statistic is 5.50 (5.83 if d using robust dard errors). This coefficient appears to be
highly robust: in a recent paper which subjects 58 p ial d of growth to an
exhausnve sensitivity analysis, the average p-valuc for the Sachs-Warner index is Jess than 0.1
percent.??

In this section we ask several gquestions about the Sachs-Warner results. First. we ask
which, if any, of the individual components of the index are responsible for the strength of the
Sachs-Wamer dummy. We find that the Sachs-Wamer dummy’s strength derives mainly from
the combination of the black markel premium (BMP) and the state monopoly of exports (MON)
variables. Very little of the durmmy's statistical power would be lost if it were constructed using
only these two indicators. In particular, there is little action in the two variables that are the most
direct measures of trade policy: tariff and non-tarifT barriers (TAR and NTB).

We then ask tc what extent the black-market premium and state monopoly variables are
measures of trade policy. We suggest that their significance in explaining growth can be traced
to their correlation with other d of growth: ic problems in the case of
the black-market premium, and | in Sub-Saharan Africa in the case of the state monopoly
variable. We show that the Sachs-Wamer indicator is not robust against atternative indicators
that bi of ic distress with location in Sub-Saharan Africa. We
conclude that the Sachs-Warner indicator serves as a proxy for a wide range of policy and
institutional differences, and that it yields an upwardly-biased estimate of the effects of trade
restrictions proper.

Which individual variables account for the significance of the Sachs-Warner dummy?

1n Table V.1 we show the simple cor ic growth and the
components of the SW dummy during the 1970-89 period, the period analyzed by Sachs and
Warner (1995). These correlations suggest that two of the underlying variables used to comtnlc\
the index are significantly associated with growth: whether the y has a state poly of
its main exports (MON) and whether its black market premium exceeded 20% in the 1970s or
1980s (BMP).2* In Tabie IV.2 we see that this result is confirmed when the variables are

1 Syla.i-Martin (1997). The varisble used by Sala-i-Martin is the number of yesrs an economy was open according
to the Sachs- Wamner criteria. whereas here we follow Sacha and Wamer's (1995) original article and use a dumery
which captures whether or not the economy was epen during the 1970-89 time period

™ The strength of the BMP variable is in part derived from its di nature. The lation of the black
market premium with growth is -0.29 for the 1970s and -0.26 for the 19805, See the next subsection for more
discussion of this paint.

TableV.3: Property Rights, Openness and Growth

Dependent Variable. TFP Growth, 1980-90
M @ [£]) @

World Development Report Index ~ 0.0126**  0.0023

{2.13) {0.40)

Heritage Foundation index -0.0202° -000)
{-3.24) (-024)
Property Rights -0.0107 0010
(-2.91) (-143)
Test of Overidentifying Restrictions 29 3244 54072
p-value 6.72E-06 0.2480
Notes: Each equation also includes log GDP per capita in 1963 and schooling in 1963 as repressors T-statistics based on

heteroskedasticity-consistent standard errors in parentheses.



TableV.2: lastrumental Variables

Variable TFP Growth. 1980-90

U] 2)
Weighted 2SLS
(weight=GDP) {weight=log{GDP})
11.Sachs-Warner 0.0089°* 0 0080
{1.84) (128)
12 World Development 0013 0.0126°
Repon {3 36) {284)
13 Leamer 00123 -00013
(1.40) (-0.20)
14 Black Market Premium -0 0192* -0 0035
(-195) (-0 56}
15 Tanfls -0 1001 0.0013
{-152) (003)
16 Quotas -0 0398 0.0481
(-0 42) (0.68)
17 Herilage Founcdzion 00133 -0 0195°
{-375) {-330)
18. Collected Taxes Ratio -1 6668 -18256
(-2 15) {-123)
19 Woifs index of import -2 6E-04 -37E-04
Distortions (072 {-0 99)

Weighted 258~

m
2SLS, Robust
Standard Eirors
00078
{106}
00126
{2.13)

-0.0033
-032)
-0 0027
(-054)
00079
028)
00401
079)
-0.0202*
(-324)
-18368
(-1 06)
-3 3E-04
(-121)

Notes: Same as previous table
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inscried simultaneously in a growth regression. We use the same controls used by Sachs and
Wamer (1995), most of which are standard in the empirical growth literat  2.** The vasiables
BMP and MON are highly significant, whereas the rest are not (column 2). An F-test for the joint
significance of the other three components (SOC, TAR and NTB) yiclds a p-value of 0.25.%
(Note that the number of observations is Jower in the regression where the components are
entered individually because not all of the 79 countries in the original sample have data for each
of the five SW components.)

Another way to check whether BMP und MON drive the Sachs-Warner resuit is 1o ask
the following question: suppose that we had built a dummy variable, in the spirit of Sachs and
Wamer, which classified an economy as closed only if it was closed according 10 BMP and
MON. That is, suppose we ignored the information the other three variables give us as to the
cconomy’s openness. How significant would the coefficient of our variable be in a growth
regression? How different would the partition between open and closed economies that it
generates be from that generated by the SW dumimy? Suppose alternatively that we also
constructed an openness dummy based only on the information contained in SOC, NTB, and
TAR. How significant would that variable be in a growih regression? And how correlated would
it be with openness?

Columns (3)-(6) of Table IV 2 address the question of significance. We denote as BM a
variable that takes the value | when the cconomy is "open” according to criteria 4 and 5 above,
whereas SQT equals | when the economy passes critena 1, 2 and 3. We substitute these variables
for the SW openness index in the regression Sachs and Wamer present in their paper. Entered on
its own, BM is highly significant, with an estimated coefficient that is very close to that on
OPEN (2.09 versus 2 44; see column 3) When SQT 1s substituted for BM, the estimated
cocefficient on SQT is much smalier (0 88) and significant unly at the 90 percent level (columa
4). We next enter BM and SQT simultancously: the coefficient of SQT now has a I-stalistic of
1.59, whereas the coefficient on BM retains a 1-statistic of 5.09 and a point estimate (2.12) close
to that on the openness variable in the original equation (column 5). Once the investment rate
and investment prices, which are likely 10 be endogenous, are taken out of the cquation, the (-
statistic on SQT drops to 1.30 and that on BM rises to 5.94 {column 6).

The comparability of the results in Table IV.2 is hampered by the fact that the sample
size changes as we move from one column 1o the next. As noted above, this is because not all of
the 79 countries in the sample have data for each of the individual Sachs-Warner components.
To check whether this introduces any difficultics for our interpretation, we have also run these
regressions holding the sample size fixed. We resiricted the sample to those countries which
have the requisite data for all the components, using both the original specification (n=71) and a
specification where we drop two of the Sachs-Wamer regressors with t-statistics below unity

* These are log of GDP in 1970, sccondary schooling in 1970, pnmary schooling n 1970, g
as a pescent of GDP, numbsr of revolutions and coups per year, number of per million k
telazive price of investment goods, and ratio of investmeat to GUDP

* The result is not duc 1o multicoll the R's from
two are, respectively, 0.02, 0.05. and 0 05

1 of either of SOC, NTB and TAR on the other
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{primary schooling and revolutions and coups) 10 gain additional observations (n :74). In both TableV.): Least Squares Regressions
cases, our results were similar to those reported above: Regardless of whether BM and SQT are Dep Variable TFP Growth, 1980-90
entered separately or jointly, the coefficient on BM is highly significant (with a paint estimate . ) __(2) 3)
that is statistically indistinguishable from that on OPEN) while the coefficient on SQT is Eq gquayeL:as. ;quar::aﬂ R"b“;"rsc::‘s“da'd
insignificant. (weight=GOP}  (weight=log(GDP})

Hence, once BM is included, there is little additional predictive power commg from 1 Sachs-Warne’ 0.0094* 00101 00102
regime type (socialist of not), level of tarifls, or caverage of non-tarifT barriers.™ The strength of (212) (1.81) {154)

the Sachs-Warner index derives from the low growth performance of countries with either high

i i H 2 World Development 00075° 0.0070* 0.0068"
black market premia or state export monopolies (as classified by Sachs and Warner {1995)). Report asn 2.45) @s7)
This point is underscored by Figures 1V.1 and IV.2, which show the partial associations 3 Leamer 0.0010 00041 0.0041
between ecanomic growth and these two alternative indicalors of openness (based on column § (103) 0.82) (0.82)
of Table 2). The partial association between BM and growth is quite strong, while that between
SQT and growth is weak,™ 4 Black Market Premium 007 00108 00098
(-3.59) (-257) (-1.79)
The reason why BM performs so much better than SQT is that BM generates a partition . .
between closed and open economies that is much closer to that generated by OPEN than the 5 Taris '?20‘.;;(; ?002(‘5)5 TOO:’;:
partition generated by SQT. Only six economies are classified differently by BM when
compared to OPEN, while OPEN and SQT disagree in 31 cases. The disagreement hetween 6 Quotas .0.0047 00029 00036
OPEN and SQT is concentrated in t5 African and 12 Latin American economies which SQT (-0 45) (035) (0 43)
fails to qualify as closed but BM (and therefare OPEN] does: the Aftican econamies are found to
7 Heritage Foundation -0 0074* -0 0066 -0 0064°
{-450) {-302) {-287)
* The largest t-statistic we obtained for SQT in these runs is | 4 These results are not shown 10 save space, but sre
available on request. 8 Collected Trade Taxes -0 4B49° -0 2808** -0 2676
Ratio {3.04} (-2 15 (-2 25)
™ A different form in which the “horse race™ can be run, suggested to us by Jeffrey Sachs, is 10 introduce OPEN and
M together in the regression, 10 see if OPEN clearly "wins " When we do this, we find that the point estimate of 9 Wolf's index of import 3 5E-05 4 8E05 4 1E-05
the coefficient on OPEN is generally larger than thai on BM, but that the two coefTicients are statistically Distortions 027} (0 41} 10 36)
indistinguishable from each other. This is true regardless of whether we rely only on the raw data to classify
countries or use Sachs and Wamer's ¢ i for six ies The respective coefficients on OPEN 10 Principal Components 0 0070** 0.0047 .0 0043
and BM are 1.31 (1.86) and 0.99 (1.78) when we use the raw data. and |.64 (2 64) and 0.99 (1.79) when we use the Factar {-2.38) (-181) (-137)
Sachs-Wamner subjective evatuations (t-statistics in parentheses). The two coefTicients cannot be distinguished
statisticalty because OPEN and BM are highty collinear with each other {as we discuss further below) On the other Nolcs. These are the estimated coeMicients from Tegressions where €ach of the trade paiicy indicatc, 3 entered separatel
hand, when OPEN and SQT are entered together, SQT has the wrong (negative) sign and the equafity of coefFicients Fach equation akn includes log GDP per capita in 1965 and sehooling in 1965 as regressors (ns in tix 1ginat Edwiards Y
can be rejected easity [1998] specification). 1-statistics are in p th (based on h kedasticity-consistent standate: ¢t ors in column 3)

™ This conclusion is true regardless of how we rate the countries in which Sachs and Wamer's classification did nol
correspond to the values of the undevlymg data. As noted in a previous footnote. there are 6 cconomies for which
Sachs and Warner rely on q and i ion from other reponts instead of their primary dainto
classify them ss open or closed. As it is not always clear what dimension of wade policy these general assessments
pertain 1o, the results in lM text rate an economy a3 closed according 1o BM and SQT when it was rated as closed
ding to this addi ion. If we base our ification only on Ihe raw data and ignore these
supplementary assessments, the 1-statistic on SQT goes down to 1.21. The t-statistic on SQT can be made to
increase up to 2 01 if one classifies New Zealand as 2 closed economy in terms of quotas but nof in terms of other
trade policies, as Sachs and Warmer's comments on New Zealand seem to imply. This is still well below the t-
statistic on BM of $ 07 Furthermore, the characterization of New Zealand as a closed economy on the basis of its
quotas is inconsistent with the definition of the NTB variable for othey cauntries, which use data for 1985-88 {Lee,
1993), » time by which N+ Zealand's Fourth Labor Government had atready started an aggressive liberalization
program bringing quotas down below the threshold level of 40% (L.aird and Yeats 1990, Tahie 4.2; Roper 1997).




Table 1V.7: Sensitivity of Openness Result to Macrotconomic and Political Disequilibrium Dummy and Quality of
Institutions
Dependent Varnable: Growth of GOF per capta, 1870-89

V] @) @) ) (5} 6}
Open 2443 1172 101 813 0829 1163
(583) 212) (162) (125) {149} {2.03)
DISEQ 1336° 1418* 435
(325) (3 46) ( 96)
Quality of 151 158 365 ¢ 436" 0394
Institutions (76) (74) (1.68) (2.10) (1.96)
Government 1523+
Budget (2 54)
Surpius 1970-
Populaton + 0037
growth (0.79)
Dummies Na No No Yes Yes Yes
R 593 672 662 733 1738 794
N 79 70 70 70 74 69
Al Equalmns nclud -+ the fullowmg controls: log of GDP in 1970, i fate, 1970, g W 'GDP.
per cejata, B from world prices, secondary schooling ratio, primary schooling ratio,

revalutions and coup: 1nd a constant term. Numbers in parentheses are t-siatistics based on Huber-White
heleroskedasticity-consisient standard emors. In equalions 3 and 4 openness is set (o 0 fur Maurstius and Indonesia.
DISEQ {political and mucrocconomic discquilibrivm dummy) equals | unless: country is in Africa, terms of trade fell by
more than 20 %, debU GNP ratio greater than §25%, flation greater than 0%, or country was involved in war.
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be closed b of their state lies of exports and those of Latin America because of
their high levels of black market premia. The average rate of growth of these economies is 0.24,
much lower than the sample average of 1.44.

Our result is not due to an arbitrary distinction between BM and SQT. SQT performs
more poorly than any other openness index constnucted on the basis of three of the five indicators
used by Sachs and Warner, and BM performs more strongly than any index constructed with two
of these five indicators (Table 1V.3, upper panel). A similar result applies to partitions along
other dimensions: those constructed using four indicalors which exclude ¢....er BMP or MON do
more poorly than any of those which include them; und either BMP or MON individually do
better than any of the other indicators (Table [V .3, lower panel).

In view of the overwhelming contribution of the black market premium and the dummy
on state monopoly of exports to the statistical performance of the Sachs-Warner openness index,
we next ask whal exacily these two variables measure. To what extent are they indicators of
trade policy? Could they be correlated with other variables that have a detrimental effect on
growth, therefore not giving us much useful information on trade openness per se? We turn now
1o these questions, first with an analysis of the state monopoly of exports variable, and then with
a discussion of the black markel premium variable.

variable repre:

Sachs and Warner's rationale for using an sndicator of the existence of a state monopoly
on major exports is the well-known cquivalence between impori and export 1axes (Lemer 1936).
The MON variable is meant to capture cascs in which governments taxed major exports and
therefore reduced the level of trade (exports and imports). Sachs and Warner use an index of the
degree of distortions caused by expornt marketing boards, taken from the World Bank study
Adiustment in Africa; Reforms, Results, and the Road Ahead (World Bank 1994)»

We note that the World Bank siudy covers only 29 African economies that were under
| ad) prog! from 1987 to 1991, This results in a double selection bias. First,
non-African economies with restrictive policies towards expons automatically escape scrutiny.
Second, African economies with restriclive export policies but not undergoing adjustment
programs in the Jate 1980s are also overlooked. Since Africa was the slowest growing region
during the period covered and economies thal need to carry out structural adjusiment programs
are likely to be doing worse than those that are nol, the effect is to bias the coefficient on

p pwards on both
How this seleclion bias affects the country classification can be il d by two
les: Indonesia and M. Both of these economies are rated as open in the Sachs-

Wlmcr sample. Both are excluded from the sample used to construct the state monopoly on
exports variable: Indonesia because it is not in Africa, and Mauritius because, due to its good
cconomic performance, it was not undergoing a World Bank adjusiment program during the late

 Sachs and Wamner (1995) cite a different source in their paper, but World Bank (1994) appears 10 be the conmect
30urce.



20

1980s. Yet both of these econumies would seem to salisl’y the conditions necessary to be rated
as closed according 10 the export poly criterion: Indonesian law restricts oil and gas
production to the state oil company, PI"RTAMINA and Mauritius sells all of its export sugar

production !hmug,h the Mauritius Sugar Syndicate. *" Indonesia and Mauritius are also among the
ten fastest growing cconomies in the Sachs-Warner sample.

One of the problems that this sclection bias causes in the Sachs-Wamer estimation is that
it makes the MON variable virtually indistinguishable from a sub-Saharan Africa dummy.
There are 13 African countries (out of 47} in the Sachs-Warner study that are not rated as closed
according lo MON. (Twelve of these were not included in World Bank study.) But for all but
one of these observations MON adds ne addilional information, either because they are dropped
from the sample due to unavailability of other data or hecause they are rated as closed by other
trade policy indicators used to construct the index. The result is that the only difference between
having used an export marketing board variable to construct the Sachs-Wamer index and having
used a sub-Saharsn Africa dummy is a single observation. That observation is Mauritius, the
Fastest growing African economy in the sample.”’

We conclude that the export maskeling board variable, as implemented, is not 8 good
measure of trade policy and creates a serious bias in the estimation. Except for Mauritius, whose
classification as open seems to s to be due exclusively to selection bias, the inclusion of MON
in the Sachs-Wamer dummy is indistinguishable from the use of a Sub-Saharan Africa dummy.
In that respect, the only information that we can extract from it is that African economies hlve
grown more slowly than the rest of the world during the scventies and eighties.

What ack ct Premium variable measu

The second source of s|reng(h in the Sachs-Wamer openness variable is the black market
premium. Indeed, the simple | the op dummy and BMP i30.63. A
simple regression of growth on the black market premium dummy and afl the other controls
gives a coefficient of -1.05 with a t-statistic of nearly 2.5 in absolute value, How good an
indicator of openness is the black market premium?

¥ See Pertaming (1998) for Indonesia and Gutati and Nahari {1990. 22) as well as World Bank (1989, 6) for
Mauritius. Ol represented 61.2 % of Indonesian exports and sugar represented between 60-80% of Mauritius
exports during the period covered by the Sachs-Wamer study {see World Bank 1983, Table E. and 1998). Akhough
have recently ipped sugar as Mauritius's main export, this is a recent development: in 1980 sugar
represented 63% of Mauritius's fota) exports and agri was d by I ing as the main sovrce of
exports onfy in 1986 (Wo.d Bank 1998) B

’ This is true despite the tact that the Sacha-Warner dummy's coefficient is still significant afier the estimation is
carvied out controlling for a Sub-Ssharan Africs dummy. The reason is that the SW dummy stifl has subﬂln(].l
explanatory power lefi due 10 its use of the Black Market Premium variable.

™ Both Lesotho and Botswana had higher growth rates than Mauritius but |esotho was not rated due to insufficiem
data (Sachs and Wamer 1995, 85) and Botswana is dropped from their sample because of unavailability of
government consumption data.

Table tV.6: Effect of Black Market l'r!milun on Growth Before sad After Controlling for Messures of
and Politicsl ibrium

Dependent Variable: Growth of GDP per capita, 1970-88

(R} 2} &]] 4 (5) (6) (]
Black Market -1044* 07127 -0.768 -1.200* -0945° 05851 D438
Premium (-247) -157) (-162) (-2.84) (-231) (-168) (- 98)
Infiation, 1975- <3208 1024
-1990 {-1.78) {-.58)
Oeb/GOP -0.015" 0011°
Ratio in 1985 {-575) 321
Terms of 1038 3804
Trade Shock (0 42) (148)
War -1378 0135

(-232) (-0.15)

Quatity of 0441° 0433
Institutions (2.88) {2.00)
Summary
Statistics .
R’ 0476 .382 589 496 507 %67 703
N 80 76 54 17 80 75 48

AH Equations include the following conirols: log of GOP in 1970, investment rale, 1970, gov:mmcnlal; “umption/GDP,

assassinations per capita, deviation from world i prices, di hooling ratio. primary scwoling ratio,
revolutions and coups and a constant term. Numbers in parentheses are t- s|au;ncs hnsed on Huber-White
heteroskedasticity-consistent standard ervors.
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Tabie iV.5: Threshuld Effects in Black Market Premium The black markel premium measures the extent of rationing in the market for foreign
Dependent Vanable currency. The theoretical argument for using the black market premium in this context is that,
Grawth of GOP per under certain conditions, foreign exchange restrictions act as a trade barrier. Using our notation
__capila, 1970-89 from the previous section (but omitting country subscripts), the d ic price of import-
[{}] 2) competing goods relative to exportables can be expressed as follows:
T E— T T i e"p™ (141" )1 +1%)
(-247) p ep
BMP70 ‘00 0:39) where an asterisk refers 10 border prices. We now allow for the possibility that the exchange

rates applicable 1o import and export transactions (¢ and €', respectively) can differ. Foreign
app B!

BMP8O -(01232; currency rationing can drive a wedge between these two exchange rates

;(::,‘;)7)0 22 Suppose the form that rationing takes is as follows: all imports are financed at the margin
pvalue a1 by buying foreign currency in the black market, while all export receipts are handed to the

R - 0461 0476 central bank at the official exchange rate. In this case, e™/e" = (1+BMP), and the presence of a

N B0 80 black market premlum works exactly like a trade restriction (by raising p’ ") ** On the other

hand, if at the margin cxpom:rs can sell their foreign-curency receipis on she black market as
well, then the wedge between ¢ and " disappears. In this casc, the black-market premium does -
not work like a trade restriction.”

But there is a deeper problem with interpreting the black-market premium as an indicator
of trade policy. Sachs and Wamer rate an y closed ding to BMP if it mai
black marker premia in excess of 20 percent for a whole dccadc ((hc 1970s or lhc 19803) Such
levels of the black market premium are indicative of i
Overvaluation of this magnitude is likely 10 emerge (i) when there is a deep inconsistency
d ic aggregaie d d policies and exch rate policy, or (ii) when the
govemment tries to maintain a low level of the exchange rate in order to counteract transitory
confidence or balance of payments crises. Such imbalances may be sparked by political
conﬂlcu, cxlemal shocks, or sheer mlsmanagcmcnl and would typically manifest themselves in
high and g g fevels of | debt, and a slop-go patiern of policy-
making. ln addmon since black markcl premia tead to favor government officials who can trade
exchange rate allocations for bribes, we would expect them to be high wherever there are high
levels of cormuption. Therefore, countries with greater corruption, a less reliable bureaucracy,
and lower capacity for enforcement of the rule of law are alsa likely have higher black market
premia.

Hence it is reasonable lo suppose that the existence of sizable black market premia over
long periods of time seflects a wide range of policy failures. It is also reasonable to think that
these failures will be responsible for low growth. What is more debatable, in our view, is the
attribution of the adverse growth consequences exclusively to the trade-restrictive effects of
black market premia.

» The distributional ¢fTects can differ of course, as import wariffs are paid in to the treasury while scarcity rents in
the foreign-curmency markel can be appeopriated by individuals

3 1 one respect, Sachs and Wamer (1995) treat BMP differently from s trade restriction: the cutoff for tanifs
{TAR) is 3¢t a1 40 percent while that for BMP 13 sc1 a1 20 percent.
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As shown in Table 1V 4, many of the relationships just discussed are present in the data.
The simple correlations of black market premia with the level of inflation. the deb/exports ratio,
wars and institutional quality are all sufficiently high to warrant preoccupation. Indeed, of the 48
economles unked as closcd according to the BMP criteria, 40 had one or more of the following
over 1975-1990 higher than 10 percent, debt to GNP ratio in
1985 greater than 125 percent, a terms-of-trade decline of more than 20 percent, an institutional
quality index less than $ (on a scale of | to 10), or involvement in a war.

Table 1V.5 shows that there are also important threshold effects in the black market
prcm|um If we insert the black market premium in the 19705 and 1980s as continuous variables
in the regression, the estimated cocfﬁcncnls are extremely weak and they fail to pass an F-test for
joint significance at 10 percent.’ The strength of the Sachs-Warner result cames in great part
from the dichotomous nalure of the BMP variable and from the fact that the 20 percent threshold
allows more weight to be placed on the ubservnllons for which the black market premia--and
probably also the undeslying imbal sufficiently high.

That the effect of the black market premium is highly sensitive to the macroeconomic and
political variables that one Is for is shown in Table 1V 6, where we present the results of
controlting for each of the indi s of and political distress in Table IV.4. In
three out of 5 cases, cach one of these variables individually is enough to drive the coeflicient on
BMP below ional levels of signifi {f we insert all our controts together, the
estimated cocfficient on BMP goes down by more than half and the t-statistic drops below 1.

This kind of evidence does not by itsclf prove that higher black market premia are
d to growth perfi The results in Table 1V.6 can be due to high multicollinearity
between the black market premium and the indicators of mac ic and political distress
that we have chosen. But what they do show is that there is very little in the data to help us
distinguish the effect of high black market premia trom those of other plausible right-hand side
iables relating to ic distress. [n other words, they show that the black market
premium is not a good measure of trade policy, because it is also a proxy for many other
variables ygrelated to trade policy.

jlivi [I

The interpretational problems with the State Monopoly of Exports and Black Market
Premium variables would not be so important if these two were responsible for only part of the
effect of the Sachs-Warner index on growth. But the fact that they seem to be its overwhelming
determinant makes us worry about the extent to which the results speak meaningfully about the
role of trade policics. :

The arguments in the previous two sections have shown that the individua! cocfficients
on MON and BMP are not very robust to controliing for variables such as an Africa dumnmy or
indicators of macroeconomic and political distress. However, much of the force of the Sachs-

% Their joint inclusion raises the adjusted R” from 0 359 tn 0.382.

Table [V 4: Corretations of Black Market Premium with Macroeconomic and Political Disequilibrium Varisbles

Variable Correlation
infiation 1975-1990 0427 T
DebtEnports, 1985 0333
Change in Terms of Trade -0.064
War 9230
_ Quality of Instituti 0413




Coefficien! and 1-statistic
Coefficien! and 1-staURI<

138
(-.224)

.23)
192
(3.64)
(13B)
097

(1.83)

Openness Index (one varabie)

Openness Index (Two Vanabic)

BM
TS
Qs
TQ
QM
MS

CoefTicieni and t-staustc

Coefficrent and 1-sausisc
153

(3.85)
197
(4.64)
233°
(5.51}
2.40°
(5.19}
268°

(5.60)
The tabel for each mdex denotes the Openness iNICAIOTS used 10 construct that index  M=Statc Monopoly of Maim Export, S=Socialist Economic System. Q=Non-Tariff Basriers

T=Tarifls. B=Black Maskel Premum. For example SMOT is set to 0 if 1t 1s closed according 10 exther of the criteria for SM. Q or T. and 10 1 otherwise  All results arc for

Opennes index (Four Variables}

Openness index (Three
Variables)
MQB
SMB
SMQ
MQT
SMQT
SQBT
SMBT
MOBT
SMQB

=
4
&

MBI
SQB
SMT
SBT

QBT

Table IV.3: Afternstive Partitions of Opensess Index

Regression

10

12

per capita. deviation from world imvestment prices.

GDP.

e, b
secondary schooling ratio. primary schooling £aL0. revolutions Bnd COUps and a constan term  Numbers in parentheses are t-stalistics based on Huber-White heteroskedasticity-

consistent sandard efYors.

regressions which contro} for log of GDP w 1970,
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Warmer vasiable comes from its combination of the effects of MON and BMP.” The reason is
that (he Sachs-Warner dummy uses MON to classify as closed all but one of the economies in
Sub-Saharan Africa and then uses BMP to classify as closed a set of economies with
macroeconomic and political difficulties. It thus builds a “super variable™ which is 1 for all non-
Affrican ies without mac c o7 political difficulties. This variable will be
statistically stronger than either an Africa dummy or controls b it jointly
groups information from both.

To show how the Sachs-Warmner approach works, we use two indicators of economic and
political disequilibrium, which are similar in method of conslrucuon to the Sachs-Warner

variable. These are two synihetic indi of and political distress and
instituional quality. The first indicator, ICRG, is an index of institutional quality based on
underlying numerical evaluations relating to the rule of law, b atic quality, p
risk, and g { diation of {taken from Knack and Keefer
1995) It ranges from 0 to 10, with hnghu values indicating superior instituti The second
lndluwr which we call DISEQ is a dummy variable which is equal 10 one if the country
hibited signs of ar political distress such as a debt-GNP ratio greater than

125%,* an average inflation greater than 0%, a decline in its terms of rade of more than 20%,
or involvement in war. DISEQ is also equal to 0 if the country was in Africa.®

The correlations of DISEQ and ICRG with OPEN are respectively 0.64 and 0.72. Indeed,
if one introduces DISEQ and [CRG in a growth equation along with opean s, the coefficient on
openncss falls to less than half its original value and the t-statistic on it is barely above 2
(regression 2, Table 1V.7). Moreover, the Mauritius and Indonesia observations are key here: the
t-statistic falls 10 1.62 if one classifies these countrics as closed because of their export
monopolies (regression 3), and 1o |.25 afier g i di ics for Sub-Sah Africa, Asia and
Latin America are introduced (regression 4

Altermatively, simply comrollmg for ICRG and a set of continent dummics also drives the
openness coeflicient below c ifi levels 3). Even though this
coefTicient can be rendered significant agam if one contrals for the central govemment budget

" For example, if MON and BMP are inserted, logether with an Africa dummy and a measure of institutional qualuy
neither MON nor BMP are individually significant and the p-value for a joint significance test is 0 09 (If we ndd
NTB, TAR and SOC. the p-value rises to 0.31), but OPEN gets a t-stanistic of 3 06 and BM one of 2.93 (SQT gets
1.46).

* Our source data for the debuGDP rano is Workd Bank (1¥95)  Although this dala covers only developing
countries, OECD (1998) indicates that for no OECID country did the gross government public debt exceed 125% ol
GDP in 1985.

™ The rationale for including an Africa dummy i this regression 15 our argument that the MON variabke is
essentially an Africa dummy. The Africa dummy therefore puts DISEQ on an equal fooling with the Sachs-Wamner
dummy.

% The t-statistic can fall even further (to 0 72) if one changes Sachs and Warner's quesllomble classification of New
Zealand as a closed economy (sec footnote 8
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surplus and population growth, the t-statistic on the openness variable remains harely above 2,

with an absolute value less than half of that in the original regression (regression 6) Table V.2 Effect of Different Opeancss Indicstors on Growth
Dependent variable. P L -
Statistically, the explanation for the fragility of the results on the coefficient of OPEN is il pencent vanam gvoMf(!;:f GOP per capita, 197089

that we have introd in the reg! n a set of measures of macroeconomic and poli @ o ) "
distress which are highly con’elaled growth and with the Sachs-Warner vanab|e4 Indeed, OPEN FYTY -
the high variability of the estimated coefficients in Table 7 is strongly indicative of (5.83)
multicollinearity. aMP ' -1.701*
: (-3.65)
Therefore, we do not pretend to have answered in this analysis the question of whether it MON -2.020°
is macroeconomic and political disruption that cause trade policy or the olhes way around.*! Nor {-2.84)
do we give an answer to the question of whether all of these are determined in tum by some SOC -1.272
other underlying variables such as poor institutions or anti-market ideology. What we believe (-139)
we have established is that the statistical power of the Sachs-Warner indicator derives not from NTB -0 453
the direct indicators of trade policy it incarporates, but from 1wo companents that we have (-0.81)
reasons to believe will yield upwardly biased estimates of the effects of trade restrictions. The TAR 0134
Sachs-Wamer measure is so correlated with plausible groupings of alternative explanatory -0.18)
variables--macroeconomic instability, poor institutions, focation in Africa--that it is risky to draw am 2,086 2.119° 2519° 2063
strong inferences about the effect of openness on growth based on its coefficient in a growth (4.82) (509) (594) (464)
regression. sat 0.877°* 0735 0663
(182) (159) (130)
V. Sebasti wards (1998 soc 309
(56)
The third paper that we discuss is Sebastian Edward's recemt Economic Journal papet at 657
“Openness, Productivity and Growth: What Do We Really Know?" (Edwards 1998). The ; (128)
papers by Dollar and by Sachs and Wamer deal with data problems by constructing new z 75:3 78137 (;5522 ?;55 3‘5” _,5‘22 76‘19
openness indicators. £dwards takes the alternative approach of analyzing the robustness of the
. " " “ Al [qualnons except column 6 include the l'ollowmg controls: Log of GDP in 1970, investment sate, 1970, govermvment
openncss-growth re'~*ionship to the use of d|!Tercn( indicators. As Edwards states, * the S on from world i prices, secondary schooling mtio, primary
difficulties in defining satisfactory summary indexes sugges! thal researchers should move away schooling ratio, revofutions and coups, and a constam term. Cofumn 6 drops the investment ralc and deviation from world
from this area, and should instead concentrate on determining whether econometric results asre investment prices. Numbers in parentheses are |-siatistics based on 1tuber-White heteroskedasticity-consistent standard

robust to alternative indexes” (1998, 386). The presumption is that the impetfections in spl:ciﬁc emors.
indicators would not seem quite as relevant if the estimated positive coefficient on opcnnus is
found to be robust to differences in the way openness is measured.

To carry out this robustness analysis, Edwards runs regressions of total factor
productivity growth on! nmc alternative indicalors of openness (as well as inifial income and a
measure of schooling).*? His estimates of total factor productivity growth are the Solow
residuals from panel regressions of growth on changes of capital and labor inputs. The nine

! The Sachs-Wamer view is that causality goes from restrictive trade policies 10 macroeconomic instability
¢personal communication with Sachs). For the purposes of the present praper. we are agnastic about the existence or
direction of any causality An argument that macrocconomic imbalances are largely unrelated to trade policies is
not difficult to make, and receives considerable support from c: tional evidence (see Rodrik 1999, chap. 4).

7 1 an earlier and heavily cited paper, Edwards (1992) carried out a similar analysis for growth rates of real GDP
per capita using m somewhat different set of nine altemative indicators of Irade policy dislortions. We focus here on
Edwards (1998) because it is more recent and the data set used in the earlier paper was not immediately availsble.



Table IV.1: Simple Corrclations with Growik

Variable Coirclation
GOPEN 0556
MON -0423
s0C -0.148
BMP -0.368
NTB -0.081
TAR -0 048

See appendix for variable ‘definitions

25

mdlcltou of openness he uses are: (i) the Sachs-Wamer openness index; (ii) the World Bank’s
ification of trade gics in World Develop Report 1987, (iii) Edward
Leamel 's {1988) openness index, built on the basis of the average residuals from regressions of
trade flows; (iv) the average black market premium; (v) the average import tariffs from
UNCTAD via Barro and Lee (1994); (vi) the average coverage of non-tanfT barriers, also from
UNCTAD via Barro and Lee (1994); (vii) the subjective Heritage Foundation index of
Distortions in Intemalional Trade; (viii) the ratio of tolal revenues on trade taxes (exports +
imports) to total trade; and (ix) Holger Wolf’s regression-hased index of import distortions for

1985, and (Ix) Ralger fegression-hased incex ol import Qistortions for

The results Edwards presents are weighted least squares (WI.S) regressions of TFP
growth on (i)-(ix), where the weighting variable is GDP per capita in 1985. They arc shown in
column I, rows 1-9, of Table V.1: six of the nine indicators are significant and all but one have
the expected sign. He repeats the analysis using instrumental weighted least squares (column 1,
Tahle V.2), and finds 5 of 9 indicators significant at 10% (3 at 5%} and all having the "correct”
sign.*? He also builds an additional indicator as the first principal component of (i}, (iv), (V), (vi}
and (ix), which he finds (o be significant in WLS estimation (row 10, Table V.1). He concludes
that “these resulis are qu||e remarkable suggesting with tremendous consistency that there is a

igni y positive relati p p and productivity growth "

We will argue that Edwards’ evidence docs not warrant such strong claims. The
robustness of the regression results, we will show, is lasgely an artifact of weighting and
identification assumptions that seem 10 us to be inappropriate. Of the 19 different specifications
reported in Edwards (1998), only 3 produce results that are staustucalty significant at
conventional leveis once we qualify these assumplions. Furthermore, the specifications that pass
econometric scruliny are based on data that suffer from serivus anomalies and subjectivity bias.

ith wei
The justification for the resort 1o weighted Icasl squares ion is not provided in the
paper but it is prcsumably 1o correct for possibl dasticity in the residuals. 1f
are not h ked. ordmary Jeast squares estimates will be inefficient. If the

form of the skedastic function 1s known, then il is appropriate to use weighted least squares.
This is indeed what Edwards implicitly assumes when he uses GDP per capita as his weighting

variable. lf it is unknown, one can use White's {198¢) h ked -C
matrix which is not d dent on the form taken by the heteroskedasticity.
When there is h ked. y, the standard devialion of the disturbance in the growth

equation varies systematically across countries  Edward’s decision to weight his observations by
the level of GDP per capita implies an assumption thal the standard deviation of the disturbances
in the growth equation is inverscly proportional to the square root of the level of GDP per capita
in 1985. In other words, if the United States is--as it in effect was in 1985 according to the
Summers-Heston data—>59 times wealthier than Ethiopia, the standard deviation of the growth

* In bis paper, Edwards eroncously claims that two additional vasiables are significant in the 1V-25LS estimation
Leamer’s index and Taniffs. This mistake was apparenily due to two typographical errors in his Table 4, p. 393.
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rate conditional on having the United States' income is 7.7 (59'7) times higher than conditional
on having Ethiopia’s income. Using the estimates of the residuals’ standard deviation from one
of the Edwards equations, we can calculate the implied root mean squared error af the growth
rate conditional on having the incomes of the United Sates and of Ethiopia. The former is .8
percentiage points, whereas the latter is 6 percentage points. It may be reasonable to suppose that
growth data for poor countries are less reliable than that for rich countries, but the errors implied
by Edwards’ weighting assumptian for poor countries’ growth data seem lo us lo be
unreasonably high. As a matter of fact, it is hard to think of a reason to be doing regression
analysis on a broad cross-section of primarily poor countries il we believe that underdeveloped
nations' economic data are this uninformative

Column 2 of Tables V.1 and V.2 repeat Fdwards’ regressions using the log of 1985 per
capita GDP as the weighting variable. In terms of our calculations above, the ratio between the
US and Ethiopian standard deviations would now be a more reasonable 1.31. This set of
regressions results in six of the eighteen coefficients having the “wrong™ sign. Five out of nine
cocficicnts are significant among the Jeast squares regressions (four al 5%), and twa out of nine
in the instrumental variables regressions. The coefTicient on the principal tomponents variable
now becomes insignificant.

One way to put aside doubts about the appropriateness of alternative assumptions
regarding the nature o1 the skedastic function is to use White's (198t) heteroskedasticity-
consistent standard €. rs, which are robust 1o the form of heteroskedasticity. We show these
estimates in cofumn 3 of Tabtes V.I and V.2, Four out of nine coefficients are now significant
among the least squares regressions (three at 5%) and 1wo out of nine among the 1V regressions.
Only twelve of the cighteen coefficients have the correct sign. The principal companents
variable is also insignificant.

The problem with identification

The two significant 1V coefficients in Table V.2 are moreover quite sensitive to the
specification of the instrument lists. In particular, equations 12 and 17 in Table V.2 are two of
the only three equations in which the Heritage Foundation Index of Property Rights Protection is
used as an instrument by Edwards.** 1 this instrument is not excludable from the second stage
ion, Edwards’ IV estimation will give biased estimates of the coefficient of openness on

* Why does weighting by GDP give such different results? The reason scems 1o be that there is » relstionship
between the openness indices used by Edwards and TFP growth at high levels of income. This relationship in itself
is apparently driven by the fact that the great majority of economies with resirictive trade practices and high levels
of GDP per capita in 1985 were oil exporters. Because of their hlgh incomes, these economies are weighted very
heavily in the WLS regressi Itis well-k thal oil exp ies had very low rates of growth during
the 1980s (sec for example the studics in Gelb, 1988). If one redou regressions 1-19 using GDP per capita weights
but including & dummy for 0il exporters one gels very similar resulis to those in column 3 of Tables ) and 2: onfy
the coefficients for the World Development Report Index (equations 2.12). the Heritage Foundation Index
(equations 7,17) and the least squares estimate of the collected laxes ratio (equation 8) remain significant, and the
lenst squares coefTicicnt on quotas changes sign.

** His other instruments include: TFP growth in the 1970 and the black market premium, export GDP, import’GDP
and terms of trade changes for the 1975-79 period

Tabte 111.3: Dollac {1992)

g using Heslton version 5.6 data

Dependent variable growth of rea! GDP per capita, 1976-85

fargest sample Dollar sample
) @ ) 4 {5} (6) G ®)
DISTORTION 0000 0011 0003 -0010 0000 -3 015° 4007 Q012
(0029) {-195%) (0453) (-1664) (D093} (-2829) {267} (-1851)
VARIABILITY -0.053* -0081* -0075" -01G1" -0.063* -0092" 1081 -0.092°
{-2302) (-3.376) (-2.809) (-4.105) (-2615) (-3865) (-2.857) (-3779)
investmenVGDP 0081° 008 Q061 0055
(2659) (2.633) (1606) (1 518)
dummy for Ghana oos* 0.044°** 0085 0099* . 65 0 088*
and Uganda (3 199) {(1691) (3772} 14 108) (2.407) {3838)
Latin America -0017° DO -0018° -0.021*
(-2832) (-2895) 7822} (-3803)
East Asia 0008 G D06 v 007 0001
(0927) (0.653) ©83) (017)
SSA 0.019°  0D22** -002* -0023"
(3135 (-3993) {-3302) (-4.116)
log initial income Q01+ 0012°
{-2 625} (-3 065}
schoating, 1975 0002 0 004°
(1.408) (2.600)
N 12 12 112 84 95 95 95 80
R? 0.1575 02035 02611 04644 0.159 02374 0 3462 0 4892
Notes: + v t-statistics in p R
include a ccnslanl term and cover only devejoping countries Levels
of Q ce by 99 percent, ** 95 percent; *** 90 perceni




Table W1.2: Replication and extension of Dollar's (1892) results
Dependent vanabile' growth of real GDP per capita,

1976-85
a) ) 3) 4) (5)
DISTORTION -0018* 0008 -0 003 -0 004 -0.008
(-3128) (-1009) (-0406) (-0514) (-0.899)
VARIABILITY -0080" -D0BO* -0103" -0.107° -0.099°
(-264) (2084) (-33)  (351) (-3212)
InvestmentGDP 0137 0.100*
(3515 (2278)
Labn Amenca 0015 -0016 -00t4* -0.019°
(-234) {-265) (-2362) (-3337)
East Asia 0007 0010 oon 0004
{0747) (0937) (0.976) {0.382)
SSA -0.018~ -0026° -0029° -0.028°
(-2419) (-3824) (4.129) (-341))
log wutial income 0004 0O11*
(1.097) (-2.182)
schooling, 1975 0.005
(2.531)
N 95 9% 95 95 80
R 038 045 040 o4 049
Notes: H ity-+ - ics in p Regr._ssions include a constant term and

cover only developing ies Levels of v by
percent, *** 90 percent

99 percent, = 85
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growth. Theoretically, it seems (o us unreasonable (o assert that the protection of property rights
can effectively be assumed not 1o be an important deierminant of growth, given the extensive
literature concerned precisely with such an effect.* In Table V.3 we show that, if property rights
are inchuded in the second-stage regression for these 1wo equations, this term gets a significant
coefficient in equation 12 (World Development Report Index) and a positive albeit insignificant

coefficient in Equation 17 (Herilage Foundation [ndex). Chi-squared tests of the identifying
restrictions also rcject the null hypothesis that these restrictions hold for equation 12.
Furth in both equations the t-statistic on the op proxy falls to well below .5 in
absolute value.

If we 1ake seriously the fact that property rights are not excludable from the productivity
growth regressions, we are lefi with the conclusion that, among 19 different specifications, we
find evidence of a negative and statistically signifi lation b trade-restricting

policies and productivity growth in only 3 cases. Those are the ones that use the Collecled Taxes
Ratio, the World Development Report Index, or the Heritage Foundation Index. We take up
some problems with these indices in the next subsection.

Data jssues

Edwards reports that the Collected Taxes Ratio (which measures trade tax revenue as a
propertion of toial trade) 1s calculated from raw data provided by the IMF. We are puzzled by
this data because many of the numbers for developing countrics are implausible. India, a country
with one of the worid's highest tariff rates, is listed as having an average ratio of 2.4 percent,

lower than the sample average and basely above the value for Chile (2.3 percent). The mean
value of the Collected Taxes Ratio in the sample is 2.8 percent, which strikes us as very low.

We have attempted to replicale Edwards’ resulis using data from the World Bank’s most
recent (1998) World Development Indicalors. This source, which was not available at the time
the Edwards analysis was first conducted, provides collecied trade tax ratios for imports and
exports sc’)amlely, which we have combined to derive an index in the spirit of Edwards'
variable.* According to this index, India’s average trade \ax is 37.3 percent (a more plausible
figure than Edwards' 2 4 percent). We replicate equation 7 of Tuble V.1 with this data, and the
results are shown in Table V 4. The coefficient on average duties is now p(_live albeit
insignificant (column 2). If we introduce import and export duties separatelv (column 3), import
duties in fact get a positive and significan) coefficient (contrary lo the expecied negative
coefficient) and export duties are insignifi One sh ing of these specificati

* Barro (1997) names “the importance of instilutions that ensure propenty fights and free markets,” for economic
growth as one of the “dominant themes” of his recent research (p. niv). For of the literature izi
the imponance of property rights for economic growth, see Clague, Knack, Keefer, and Olson (1996), Acheson and
McFeridge (1996), Jodha (1996), Tomell (1997), Park and Ginarte (1997) and Grossman and Kim (1996).

*" As our emlier discussion showed, when imparts and exports are both 1axed, their distortionary effect is
muliplicative ruther than additive. So insicad of summing import and export taxes, we use the formula

{1 +mdut)x(1+xdut} - 1, where mdut (xdul) is import {export) duties as a percent of imports (exports). We take the
average of observations for 1980-85. Our sesulls {on the sign and insignificance of the coeflicient on trade taxes)
are unchanged, however, when we take the simple sum mdut + xdut. B
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(including Edwards') is the small sample size (between 43 and 45). Since export duties are not
reported for many countries. one way of increasing the sample size is to introduce only the
import duty variable from the World Development Indicatars database. This increases the
sample size to 66 countries. The estimated coefficient on import duties is once again positive
and insignificant (column 4).

These results are in line with others we have reported earlier: there is little evidence that
simple averages of trade taxes are significantly and negatively correlated with growth.

The other two variables that are significant are the subjectrve indexes constructed by the
World Bank and the eritage Foundation. 1t is striking that two subjective indexes are the only
variables that are rabust to our econometric analysis. since subjective indexes are well known to
suffer from judgment biases. Indeed, a look at the two indexes reveals some striking contrasts.
in the Heritage Foundation Index, for ple. Chile and Uganda are in the same category (4 on
a scale of 1 to 5. where 5 is mosl protected). and Bolivia is as open as the United States (with a
score of 2).

There is an additional problem in the use of the Heritage Index. aside from subjectivity
bias. The index rates trade policy restrictions in 1996, well after the end of the period covered by
Edwards' dependent variable (1980-1990). Changes in trade policy that occurred in the late
1980s or after 1990 should not be relevant for explaining TFP growth between 1980 and 1990.
For example. there are several countries--such as Bolivia and Turkey--which liberalized their
trade regimes significantly in the second half of the 1980s and which get high openness ratings
from the Heritage lndex, but would be classified quite differently for the early 1980s.

To gauge the magnitude of the problem, we recalculate the Heritage Foundation Index
using the same methodology but with tarifT and non-tariff barrier data from 1985-88 from Lee
(1993), the carliest date for which there is systematic information.® The resulting index is
highly correlated with the Heritage Index (the simple correlation is 0.71). But it enters with an
insignificant coefficient (with a t-statistic below 1} when we replicate equation (7) using it
instead of the 1996 Heritage Foundation Index (Table V.4, column 6). We conclude from this
exercise that the significance of the Heritage Index variable in Edwards' regressions probably
derives from changes in trade policies that took place after 1990 (perhaps because faster growing
countries liberalized faster in the late 1980s and carly 1990s).

The remaining significant variable is the World Bank's 1987 World Development Report
subjective index. This index divides countries into four groups using primary data on the
effective rate of protection. use of non-lariff barviers, use of export incentives, and degree of
exchange rate overvatuation. Since this index rates only a small number of countries, regression
(2) in Table V.1 uses only 32 observations. Again the anomalies in this index are striking: high-
growth Korea is rated as more open than moderate-growth Malaysia despite having higher tariff

' We follow a3 closely as possible the procedure described in the Heritage Foundation Repont (Johnson and -
Sheehy 1996, 27). Specifically, we rate a country according to the maximum of its tarifT rate and non-tariff barrier
coverage ratio: higher than 20%: "very high” (a rating of 5, between 15 and 20%: “high” (4). between 10 and 15%:
"moderate” (3); between 5 and |1%: "low™ (2); and between 0 and 5%: “very low" (1)

Table 1.1 EHect of g

Dependent Vanable: Dallar's Dislortion index

(O] )

bmpav 007" D083

(1071)  (247)
rcoast -0045° -0.053°

(-3321} {-3032)
tropics 0 209°*° 0145

(1829) (1004
Latin 0012 -0.037
America

0097) (-0257)
SSA 0.451° 046

(3.319) {243)
East Asia 012 -0 145

{-0921) (-0.889)
TAR 007

{-008)
NTB 0276
(-1851)
R? 052 058
N 89 71
Notes t

Regressions include 3 constant term and cover only developing countries  Levels of statistical significance

rate policy on Dollar's indax

in parentheses. See appendix for variable definftions

indicated by asterisks * 99 percent, ** 85 percent; *** 90 percent



48

jon V!

46. Contributions to Variance around EC Mean: From Summers and Heston (1994).
47. GDP per Capita (Figure VI.1): Madisson, 1982. Source: Ben-David (1993).

48. GDP per Capita (Figures V1.2 and V1.6, Table 1): Maddison (1995).

49. GDP per Capita (Figures ¥1.3-V1 5): Summers and Heston (1994).

50. Ratio of Impon Duties to Imports, US (Figure V1.6), from Bureau if the Census (1989).

Series U211
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rales and non-1ariff barrier coverage (according to Lee 1993), higher exchange rate distortions
(according to Dollar) and a lower export/GDP ratio. Moderate-growth Tunisia, which had
average wariffs of 21% and average non-tariff coverage of 54%, is classified in the same group as
Chile, Malaysia and Thailand. In fact, in his 1993 literature review, Edwards (1993, 1386-1387)
himself drew attention to serious problems with this index. As he noted, Chile, which in other
studies is rated as the most open ecanomy in the developing workl, was grouped in the second
category (moderately oulward oriented); Korea was classified in the group of most open
cconomies for both the 1963-73 period and the 1973-85 period despite the fact that during 1963-
73 the Korean trade regime was considerably more resirictive than in the latter subperiod. Given
that the primary data which was used 10 construct this index is no different from that used in
some of the other empirical work we have discussed in this and other sections of our paper, we
belicve it is likely that its significance derives from the subjective biascs that have cntered into
the process of classifying countries.

In sum, we do not cuncur with Edwards’s assertion that the cross-country data reveal the
of a robust rel ip between op and productivity or GDP groewth.*” In our
view, there is litle evidence to suppon such an assertion “The results reviewed in this section are
for the most pan highly d dent on g ble weigh and identification assumplions.
The trade-policy mdualurs whose sngniﬂcancc is not affected by these assumptions either are
bj indexes app ly highly inated by jud I biases or lack robustness lo the
use of more credible information from alternative data sources.

VL_Dan Ben-David (1993)

The last of the papers we discuss takes an altogether different approach to studying the
impact of openness on cconamic growth. Dan Ben-David's 1993 (/£ paper “Equalizing
Exchange: Trade Liberalization and Income Convergence™ measures the effect of trade policies
on income by asking whether trade liberalization leads 10 a reduction in the dispersion of income
levels among liberalizing countries (i.¢., whether it contributes 10 what has been called a-
canvergence). We pick Ben-David as an example of a strand of the literature which has centered
on studying the cflect of trade on convergence. Another example can be found in Sachs and
Wamer's BPEA paper discussed tn Section [V, in which the authors show that countries that
were open according to their definition experienced fasier growth if their imitial income levels
were low (B-convergence) while countries that were closed showed no relationship between
growth rates and initial income levels. In addition, a distinctive aspect of Ben-David's work is
that it is non-parametric and not regression-based.

The expectation that trade liberali might lead to income convergence is grounded in
the factor price equalization (FPE) theorem. According 1o trade theory, fro. trade in goods leads
10 the equalization of factor prices under ccnnm ditions (including an enual bers of goods
and factors, identical technologies, and of pont cosis). As bamers to trade are

* Our resuits are basically unaitered if we use growth of GDP per capita from 1980 to 1990 instead of TFP growth
a3 the dependent vaniable. In this case the World Bank and Heritage Found: ndexes remain signifi but the
Coliected Trade Taxes Ratio is now only signifivant at a §0% level and the Black Market Pmmum is insignificant
Similat results emerge for insirumental variables esimation
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relaxed (and assuming in addition that differences in capital-labor ratios and labor-force
participation ratios do not countervail). a tendency towards FPL can be sel into motion, resulting
in convergence in per capita incomes.

In a recent critique of this strand of the literature, Matthew Slaughter (1997) has argued
that & great part of the convergence experienced by the European economies studied by Ben-
David and by Sachs and Wamer's "open” economies occurs because of convergence in capital-
labor ratios rather thar factor prices. It is less clear how this convergence could be caused by
trade liberalization.

Let us however assume that there is a valid channel of causation from trade liberalization
1o convergence in capital-labor ratios. In itself, there is no necessary relationship between the
level of dispersion in incomes and the growth rate. Countries could in principle be converging o
lower levels of GDP per capita. But in the case of the European Community, on which Ben-
David concentrates, the convergence experienced was indeed to higher level of incomes. Overalt
growth from 1945 to 1994 of the EC5 (Belgium, France, the Netherlands, Italy. and Germany)
was 3.45 percent, compared to 1.2 percent between 1900 and 1939 and |.16% from 1870 to
1899. Therefore, if Ben-David's claim is right. convergence in the EEC was achieved by raising
the income of poor countries rather than by lowering that of rich countries.

Thatad in the dispersion of i among Europ i incided with
economic integration is straightforward to estahlish. The dispersion of log incomes among
Belgium, France, the Netherlands and faly is reproduced as the solid line in Figure VI.1. This
series is taken from Ben-David's paper, which relied on Maddison’s (1982) long-run growth
data. It is evident that there is a pronounced decrease in dispersion during the post-war period. b

Ben-David's argument, of course, goes beyond simply ascertaining that a decrease in
dlsperslon occurred during the poslwar era. He iries to show that trade liberalization caused this

by di ding other plausibie al ves. Thus he argues (i) that the observed
convergence was riot mmply a continuation of 8 long-term convergence trend unrelated to
gration; (ii) that the European countries that chose not 10 enter a free-trade

agrccmcnl did not experience the same levels of convergence as the EEC; (iii) and that other
subsets of economies in the world which were not economically integrated did not experience
convergence. We examine cach of his arguments in tum.

Was European convergence a continuation of a long-term trend?

In support of the arg that the reduction in dispersion was not simply the
continuation of a long-run trend, Ben-David argues that the series of per capita income
dispersion (solid line in Figure VI.1) does not show any visible downward tendency before the
postwar era. When presenting this series, Ben-David excludes Germany from the calculations,
arguing that not doing so would bias the b in favor of ¢ gence:

* Similar results obtain if one uses the Summers and Heston data.

*' Luxembourg s also excluded because Maddison does not provide data for it

LN
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23.BM, SQT. QT etc.: Openness Indices constructed using subsets of the Sachs-Warner
information. The label for each index denotes the openness indicators used to c.nstruct that
index. M= State Monopoly of Main Export, $= Socialist Economic System, Q= Non-Tariff
Barriers, T= Tarifls, B= Black Market Premium. For example SMQT is set to 0 if it is closed
according to cither of the criteria for SM. Q or T, and to 1 otherwise.

24. Inflation, 75-90. Source: World Bank (1998).

25. Debv/Exports, [985. Source: World Bank (1998).

26. Change in Terms of Trade: Source: Barro-Lee (1994).

27. War: Dummy for countries that participated in at least one external war over the period,
1960-85. Source: Barro-Lee(1994).

28. Quality of Institutions: Institutional Quality Index from Keefer and Knack (1995).

29, Government Budget Surplus, 1970-90. Source: World Bank (1998).

30. Population Growth. Source: World Bank (1998).

Section V

31. Sachs-Warner: Same as OPEN in Section V.

32. World Development Report: World Development Report Outward Oricntation Index 1973
BS. Source: Edwards (1998).

33. Leamer Openness index estimated hy [.eamer (1988) using residuals from disaggregated
trade flaws regressions. Source: Edwards {1998).

34. Black Market Premium: same as BMP80 in Section [V.

35. Tariffs: Same as TAR in Section 1V

36. Quotas: Same as N'TB in Section 1V

37. Heritage Foundation: Subjective Index of the extent to which government policies distort
trade, from Johnson and Sheehy (1996). Source: Edwards (1998).

38. Collected Trade Taxes Ratio: Average for 1980-85 of ratio of total revenues on international
trade taxes to total trade. Source: Edwards (1998)

39. Wolf's Index of Impont Distortions: A regression-based index from Wolf (1993). Source:
Edwards (1998).

40. Principal Components Factor: First Principal component of OPEN. Black Market Premium,
Tariffs, Quotas, and Wolf's Index. The equation used to calculate it is

COM=-.469*OPEN+.320*BLACK + 494* TARIFF + 553*QR +.354*WOLF.
41. Log of GDP per Capita, 1985. From Summers and Heston (1994). Source: Edwards (1998).
42. Property Rights: Heritage Foundation Index of Property Rights Protection, from Johnson and
Sheehy (1996). Source: Edwards (1998).

3. Average Import and Export Duties (World Bank): From World Bank (1998). Average duty

is calculated as {1 t export duty)*(1 +import duty)-1.

44. Merged Duty Index: Simple average of Average duty (43) and (38).

45. Trade Distortion Index based on 1.ee data. Analog of Heritage Index using data from Lee
(1993) in Barro and Lee (1994). Countries are rated on a score of | to 5§ according to the
maximum of its tari(T rate and non-tarif{ barrier coverage ratio: higher than 20%: “very high”
{a rating of 5): between 15 and 20%: "high" (4}; between 10 and t5%: "moderate” (3);
between 5 and 10%: “low" (2); and between 0 and 5%: "very low™" (1)
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Wages ($1998)

Figure 1
Real Wages & Trade Deficit, U. S.,
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Figure 2
Jobs Lost Due to Trade,
1979-2000
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